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The routers within NETWORK 1 are part of one Autonomous system, as are
the routers in NETWORK 2. Within these networks, we use IGP Routing Proto
where as between these two Autonomous systems, we use EGP Routing Pro




Dynamic Routing Protocols



Evolution of Dynamic Routing Protocols

Routing Protocols Classification

Interior Gateway Protocols Extenor Gateway
Protocols
— | Distance Vector Path Vecior
|Pwd RIPvZ EIGRP O&PFv2 15-15 BGP-4
IPvE RIFng EIGRP for | O5PFv3 |5-15 for BGP-MP
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® Dynamic routing protocols used in networks since the late 1980s.
® Newer versions support the communication based on IPvG.




Evolution of Dynamic Routing Protocols

Classful Routing Protocols] Classless Routing Protocols

OSPFv2 BGP-MP &
RIPv2 RIPng OSPFv3
EGP IGRP  RIPv1 IS-IS | EIGRP | BGP 1S-ISv6
19911 1904 1997

1982 1985 1988 1990 1992 1995 1999 2000



Purpose of Dynamic Routing Protocols

_r/ Dynamic Routing Protocol /
. = TP
Bouter (config) frouter rip
Bouter (config-router) fnetwork 10.0.0.0
/ V\ /
7 \ A —— g .

Bouter (config) §router B P
’ Bouter (config-router) fnetwork 10.0.0.0 ’ _’
Bouter (config) §router rip ! T
Bouter (config-router) fnetwork 10.0.0.0 Add dynamiC routing

No changes! protocol...

® Routing protocols are used to facilitate the exchange of routing
information between routers.

® The purpose of dynamic routing protocols includes:
Discovery of remote networks
Maintaining up-to-date routing information
Choosing the best path to destination networks

Ability to find a new best path if the current path is no longer available
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Main Components of Routing Protocols

Data Structures

Routing protocols create and
maintain tables (databases) in RAM
for its operations.

EIGRP creates and

maintains the:

* Neighbor table

* Topology table

» Submits best path(s) to
the Routing table

EIGRP creates and

maintains the:

* Neighbor table

* Topology table

» Submits best path(s) to
the Routing table

Routing Protocol Messages

* Routing protocols use messages to

L EIGRP Hello
!earn anfj maintain accurate EIGRP Update
information about the network. EIGRP Query

» Specifically, messages are used to EIGRP Reply

discover neighboring routers, | ' EIGRP Acknowledge |
exchange routing information, and ' ‘ o
other tasks. ’

Algorithm ! \
+ Routing protocols use algorithms to | will use the EIGRP I will use the EIGRP
determine the best path to various DUAL algorithm to DUAL algorithm to

destinations. identify what the best identify what the best
routes are. routes are.




Dynamic versus Static Routing



Using Static Routing /( N?\

R2 (config) # ip route 172.16.3.0 255.255.255.0 172 16 2.2

—
R2
SO0

Default Route Siatic Rouws
S MNetwork

l 1T2 1862054
12 1e.3.024 SO0
PC1 - ’ Fa0/ - #——— Siub Router
- =1 R1
] i

Rl (config) # ip route 0.0.0.0 0.0.0.0 172.16.2.1

® Static routing has several primary uses:
Best for smaller networks that are not expected to grow
significantly.
Routing to and from a stub network.
A default route.

Networks typically use a combination of both static and dynamic
routing. 8



Dynamic Routing Scenario

Dynamic routing is the best choice for large networks.



Reaching Remote Networks Dynamically

ﬁey I’'m R1 and I'm using EIGRP to let my\
neighbors know that I'm directly connected
to networks:

*192.168.10.0/24

*192.168.11.0/24

QOQ. 165.200.224/30

192.168.10.0/24
10

—

10.1.1.0/24
= 10

225
S0/0/0

192.168.11.0/24 10.1.2.0/24

~

Hey I'm R2 and I’'m using EIGRP to let my neighbors
know that I’'m the gateway to the Internet and that I'm
directly connected to:
*10.1.1.0/24
*10.1.2.0/24
-\209.165.200.224/30

J
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Routing Protocol Operation



Dynamic Routing Protocol Operation

Update w—:ﬂl«:_‘ | Update

L R2

Update Update

Fapmtm——— R
/ Update Update ’
y

® |n general, the operations or a dynamic routing protocol can be described
as follows:

The router sends and receives routing messages on its interfaces.

The router shares routing messages and routing information with
other routers that are using the same routing protocol.

Routers exchange routing information to learn about remote
networks.

When a router detects a topology change the routing protocol can
advertise this change to other routers. 12




Cold Start

= When a router powers up, it knows nothing about the network topology.

= After it boots successfully, it applies the saved start-up configuration
from NVRAM (if there is one).

= The router initially discovers its own directly connected networks.

10.1.0.0 10.2.0.0 10.3.0.0 10.4.0.0

Fa0/0 , . Fa0/0
SO0 S0/0/0 g soi01 2 SO0 e_{

13
Note: Routers running RIPv2



Discover Directly Attached Networks

® R1 adds the 10.1.0.0 network available through interface
FastEthernet 0/0 and 10.2.0.0 is available through interface Serial

0/0/0.
® R2 adds the 10.2.0.0 network available through interface Serial
0/0/0 and 10.3.0.0 is available through interface Serial 0/0/1.

® R3 adds the 10.3.0.0 network available through interface Serial
0/0/1 and 10.4.0.0 is available through interface FastEthernet 0/0.

10.4.0.0

10.1.0.0 10.2.0.0 10.3.0.0

—

. )
n-\.-l' '\.-I

Network | Interface | Hop Network | Interface | Hop Network | Interface | Hop
C | 10.1.0.0 Fa0/0 0 10.2.0.0 | S0/0/0 0 10.3.0.0 | S0/0/1 0
C | 10.2.0.0 | So0/0/0 0 10.3.0.0 | S0/0/1 0 10.4.0.0 Fa0/0 0
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This example is only for distance vector routing protocols (not link state routing protocols).
More later!

Network Discovery — Initial Exchange

® R1 sends an update about network 10.1.0.0 out the Serial0/0/0 interface
and sends an update about network 10.2.0.0 out of Fa0/0.

® R2 sends an update about network 10.3.0.0 out of Serial 0/0/0 and sends
an update about network 10.2.0.0 out of Serial 0/0/1.

® R3 sends an update about network 10.4.0.0 out of Serial 0/0/1 and sends
an update about network 10.3.0.0 out of FastEthernet0/0.

10.1.0.0 10.2.0.0 10.3.0.0 10.4.0.0
| | | | |

|
10.2.0.0 | = 10.1.0.0 / \ 10.3.0.0 | | 10.2.0.0 / \ 10.4.0.0 | | 10.3.0.0
Fa0d

al/0 N n
S0/0/0 SN = EED

Network | Interface | Hop Network | Interface | Hop Network | Interface | Hop
C | 10.1.0.0 Fa0/0 0 10.2.0.0 | $S0/0/0 0 C | 10.3.0.0 | S0/0/1 0
C | 10.2.0.0 | S0/0/0 0 10.3.0.0 | S0/0/1 0 C| 104.0.0 Fa0/0 0

Distance vector routing protocols implement a routing loop prevention technique known as split horizon.
Split horizon prevents information from being sent out the same interface from which it was received.

about network 10.1.0.0 through Serial 0/0/0.

For example, R2 does not send an update containing the network 10.1.0.0 out of Serial 0/0/0, because R2 learned

15



This example is only for distance vector routing protocols (not link state routing protocols).
More later!

Update Routing Table

R1 receives the update from R2 about network 10.3.0.0, increments the hop
count by 1, and stores the network in the routing table (metric of 1).

R2 receives the update from R1 about network 10.1.0.0 and R3 about
network 10.4.0.0, increments and stores both networks in the routing table
(metric of 1).

R3 receives the update from R2 about network 10.2.0.0, increments the hop
count by 1, and stores the network in the routing table (metric of 1).

10.1.0.0 10.2.0.0 10.3.0.0 10.4.0.0
| t | t | t
10.2.0.0 | | 10.1.0.0 10.3.0.0 | | 10.2.0.0 10.4.0.0 | | 10.3.0.0
<Ll 4 \;n 0/0 4 v el

S0/0/0 000 esing <001 22 SO0 e

Network | Interface | Hop Network | Interface | Hop Network | Interface | Hop

C| 10.1.0.0 Fa0/0 0 10.2.0.0 | S0/0/0 0 10.3.0.0 | S0/0/1 0

C| 10.2.0.0 S0/0/0 0 10.3.0.0 S0/0/1 0 10.4.0.0 Fa0/0 0




This example is only for distance vector routing protocols (not link state routing protocols).

More later!

Network Discovery — Next Exchange
® R1 sends an update about 10.1.0.0 out Serial0/0/0 and networks 10.2.0.0 and

10.3.0.0 (metric 1) out of Fa0/0.

® R2 sends an update about 10.3.0.0 and 10.4.0.0 (metric 1) out Serial 0/0/0 and

network 10.2.0.0 and 10.1.0.0 (metric 1) out of Serial 0/0/1.

® R3 sends an update about 10.4.0.0 out Serial 0/0/1 and networks 10.2.0.0 (metric

1) and 10.3.0.0 out FastEthernet0/0.

10.1.0.0

l

1ﬂﬂﬂﬂ

1ﬂ3ﬂﬂ

10.4.0.0

' N
10.2.0.0, 10.3.0.0(1 10.1.0.0 10.3.0.0, 10.4.0.0 (1 | 10.2.0.0, 10.1.0.0(1) 10.4.0.0 10.3.0.0, 10.2.0.0(1
N (1) | /N (1) | / \ | | (1) /

Fa0/0 Fa0/0
ﬁsnﬂn S0/ 0011 5”‘”6_

Network | Interface | Hop Network | Interface | Hop Network | Interface | Hop
C| 10.1.0.0 Fa0/0 0 C | 10.2.0.0 | S0/0/0 0 10.3.0.0 | S0/0/1 0
C | 10.2.0.0 S0/0/0 0 C | 10.3.0.0 S0/0/1 0 C | 10.4.0.0 Fa0/0 0
R | 10.3.0.0 S0/0/0 1 R | 10.1.0.0 S0/0/0 1 10.2.0.0 S0/0/1 1
R | 10.4.0.0 | S0/0/1 1
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This example is only for distance vector routing protocols (not link state routing protocols).
More later!

Update Routing Table

® R1 receives the update from R2 about network 10.3.0.0 and 10.4.0.0 (1).
Refreshes the information for 10.3.0.0.

It increments the 10.4.0.0 hop count by 1 and stores it in the routing table
(metric 2).

10.4.0.0 is 1 hop for R2, so 2 hops for R1

10.1.0.0 ’I'I.'.IEI!]'IJ 103!]0 10.4.0.0

|
10.2.0.0, 10.3.0.0(1 10.1.0.0 10300104001 |1020010100(1) 10.4.0.0 10.3.0.0, 10.2.0.0(1
N (1) | 7 S (1) | /\ | | ()/

Fa0/0 Fa0/0
ﬁﬂﬂﬂﬂ S0/ 501011 fﬂ'j‘”ﬁ_

Network | Interface | Hop Network | Interface | Hop Network | Interface | Hop
C| 10.1.0.0 Fa0/0 0 10.2.0.0 | S0/0/0 0 10.3.0.0 | S0/0/1 0
C | 10.2.0.0 S0/0/0 0 10.3.0.0 S0/0/1 0 10.4.0.0 Fa0/0 0
R | 10.3.0.0 S0/0/0 1 10.1.0.0 S0/0/0 1 10.2.0.0 S0/0/1 1
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This example is only for distance vector routing protocols (not link state routing protocols).
More later!

Update Routing Table

® R2 receives the update from R1 about network 10.1.0.0 and from R3 about
network 10.4.0.0 and refreshes the routing table.

® No changes to routing table because it didn’t learn any new routes or of a
better route to any networks.

10.1.0.0 1{!200 10300 10.4.0.0
i N
\:ozoo 10.3.0.0(1)| | 10100/ \10300 10.4.0.0 (1) | | 10.2.0.0, 10100(1)/ \ 10.4.0.0 | | 10.3.0.0, 10200(1)/

Fa0/0 Fa0/0
ﬁﬂ-ﬂﬂ]ﬂ S0/ 0011 5”‘”6_

Network | Interface | Hop Network | Interface | Hop Network | Interface | Hop
C| 10.1.0.0 Fa0/0 0 C | 10.2.0.0 | S0/0/0 0 C | 10.3.0.0 | S0/0/1 0
C | 10.2.0.0 S0/0/0 0 C | 10.3.0.0 S0/0/1 0 C | 10.4.0.0 Fa0/0 0
R | 10.3.0.0 S0/0/0 1 R | 10.1.0.0 S0/0/0 1 R | 10.2.0.0 S0/0/1 1
R | 10.4.0.0 S0/0/0 2 R | 10.4.0.0 S0/0/1 1

19



This example is only for distance vector routing protocols (not link state routing protocols).
More later!

Update Routing Table

= Ra3 receives the update from R2 about network 10.1.0.0 (1) and 10.2.0.0.
Refreshes the information for 10.2.0.0.

It increments the 10.1.0.0 hop count by 1 and stores it in the routing table
(metric 2).

10.1.0.0 is 1 hop for R2 so 2 hops or R3

Network Has Converged

10.1.0.0 1{!200 10300 10.4.0.0
i N
\:ozoo 10.3.0.0(1)| | 10100/ \10300 10.4.0.0 (1) | | 10.2.0.0, 10100(1)/ \ 10.4.0.0 | | 10.3.0.0, 10200(1)/

Fa0/0 Fa0/0
ﬁﬂ-ﬂﬂ]ﬂ S0/ 0011 5”‘”6_

Network | Interface | Hop Network | Interface | Hop Network | Interface | Hop
C| 10.1.0.0 Fa0/0 0 C | 10.2.0.0 | S0/0/0 0 C | 10.3.0.0 | S0/0/1 0
C | 10.2.0.0 S0/0/0 0 C | 10.3.0.0 S0/0/1 0 C | 10.4.0.0 Fa0/0 0
R | 10.3.0.0 S0/0/0 1 R | 10.1.0.0 S0/0/0 1 R | 10.2.0.0 S0/0/1 1
R | 10.4.0.0 S0/0/0 2 R | 10.4.0.0 S0/0/1 1

20



Split Horizon

10.1.0.0 10.2.0.0 10.3.0.0 10.4.0.0

_10.3.0.0, 10.4.0.0 x
Fa0/0 Fa0/0
Aﬁ S0/0/0 S0/0/0 SO0 5“‘”67

C| 10.1.0.0 Fa0/0 C | 10.2.0.0 | S0/0/0 C| 10.3.0.0 | S0/0/1 0
C | 10.2.0.0 | SO0/0/0 0 C | 10.3.0.0 | S0/0/1 0 C| 10.4.0.0 Fa0/0 0
R | 10.3.0.0 | SO0/0/0 1 R | 10.1.0.0 | S0/0/0 1 R | 10.2.0.0 | S0/0/1 1
R | 10.4.0.0 | SO0/0/0 2 R | 10.4.0.0 | S0/0/1 1 R | 10.1.0.0 | S0/0/1 2

® Split horizon rule says that a router should not advertise a network through
the interface from which the update came.

* Helps prevent routing loops caused by slow convergence.




Split Horizon — Route Poisoning

10.1.0.0

a0/l

10200

| 10100—16hops

Fa0/0
S0/0/0 5'3“3'“ SO0 2 5”‘”%_

10.3.0.0

10.4.0.0

Network | Interface | Hop Network | Interface | Hop Network | Interface | Hop
C| 10.1.0.0 Fa0/0 0 C | 10.2.0.0 | S0/0/0 0 C | 10.3.0.0 | S0/0/1 0
C | 10.2.0.0 S0/0/0 0 C | 10.3.0.0 S0/0/1 0 C | 10.4.0.0 Fa0/0 0
R | 10.3.0.0 S0/0/0 1 R | 10.1.0.0 S0/0/0 1 R | 10.2.0.0 S0/0/1 1
R | 10.4.0.0 S0/0/0 2 R | 10.4.0.0 S0/0/1 1 R | 10.1.0.0 S0/0/1 2

® Route poisoning is used to mark the route as unreachable in a routing
update that is sent to other routers.

Unreachable is interpreted as a metric that is set to the maximum.
For RIP, a poisoned route has a metric of 16.
® Route poisoning speeds the convergence process.
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Split Horizon with Poison Reverse

1

0.1.0.0

10.2.0.0
10.3.0.0 = 1610400—16

10.3.0.0

10.4.0.0

Fa0/0 Fa0/0
Aﬁﬂﬂﬂﬂ S0/0/0 SO0 2 5”‘”6_

Network | Interface | Hop Network | Interface | Hop Network | Interface | Hop
C| 10.1.0.0 Fa0/0 0 C | 10.2.0.0 | S0/0/0 0 C | 10.3.0.0 | S0/0/1 0
C | 10.2.0.0 S0/0/0 0 C | 10.3.0.0 S0/0/1 0 C | 10.4.0.0 Fa0/0 0
R | 10.3.0.0 S0/0/0 1 R | 10.1.0.0 S0/0/0 1 R | 10.2.0.0 S0/0/1 1
R | 10.4.0.0 S0/0/0 2 R | 10.4.0.0 S0/0/1 1 R | 10.1.0.0 S0/0/1 2

® Split horizon with poison reverse

® The concept of split horizon with poison reverse is that explicitly telling a
router to ignore a route is better than not telling it about the route in the first

place.

23



Network Discovery - Convergence

Convergence is when a network has complete and accurate information

about the entire network

Convergence time is the time it takes routers to share information,

calculate best paths, and update their routing tables.

NOTE:

A network is not completely operable until the network has converged.

Comvergence Time

*» eRe
N P - N B
O e =
s @ D = e
- jon1 | R 'nzﬂ éhh
‘x- e /(@) #_
S
RZ-Fd 'f;:.;. - eﬁ‘* j @ --__:iﬁ.
@\- . L ) E
(&) = af-f oy
e & a* 24




Routing Protocol Classification



Classifying Routing Protocols

Dynamic Routing Protocols

v v

Purpose Interior Gateway Protocols Exterior Gateway Protocols
(IGP) (EGP)
I
Dne A Distance Vector Link-State Path-Vector
. Routing Protocols Routing Protocols Routing Protocol
_ _RIPvi_| | IGRP | Classful
Behaviour AR ¥ J J v
_RIPv2 | | EIGRP | | OSPF | | Is4S | MiBGRPU Classless
RIPv1 and IGRP are legacy Link-state routing
protocols that have evolved protocols are classless
into the classless routing by nature.
protocols, RIPv2 and EIGRP.




IGP and EGP CENIC

- —-_J—-—.ﬂf

= = K-12 Connections to the
he : California Research and
Education Network {CalREN)

Autonomous
System 100

Extenior Gateway
Protooo:

« BGP

I<—>

h1EI'I’.‘l Ga1e'my

* RIP
+ IGRP
+ EIGRP
+ OSPF
. 1518

PAIX Palo Alto

(

”‘f"—‘n-i‘::“

,,fi

Autonomaous
System 200

® An autonomous system (AS)— is a collection of routers under a common

administration.
Company’s internal network
An ISP’s network.

® Because the Internet is based on the autonomous system concept, two types of

routing protocols are required:

Interior Gateway Protocols IGP (RIP, EIGRP, OSPF, IS-IS):

* Routing inside an autonomous system

Exterior Gateway Protocols (BGP): Between ISPs, CENIC and PAIX, and

some customers (usually just say BGP).
* Routing between autonomous systems

\
N

/
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IGP versus EGP Routing Protocols

® |GPs are used by organizations and within service provider’s
network.

ISP.with customers

| Static Route }
AS-3
/|

\Default Static Route | S
&

Single customer

BGP could be used to interconnect large organizations to service
providers and in between various service providers.

Smaller organizations would typically connect using static routes but
could also use BGP.

28



Routing Protocol Operation

Distance Vector and Link-state



Distance Vector Routing

Protocol Operation

® What does a street sign like this tell
you?

How far (distance)
Which way (direction)
® Distance vector

Routes are advertised as vectors
of distance and direction.

® Distance is defined in terms of a
metric

Such as hop count

® Direction is simply the: -
Nexthop router or l ' '
Exit interface

® Typically use the Bellman-Ford
algorithm for the best-path (shortest) 30
route determination
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Distance Vector Routing
Protocol Operation

® Routing protocol

Does not know the topology of an
internetwork.

Only knows the routing information
received from its neighbors.

Does not know if another path
would actually be faster.

TR L.

p-"""_

CILL ORGL il

mu._nn?uu 51

CILL AIRNE _
%KILL&EHEY 8 [l

Would another path | don’t have a map of
that is longer actually the network.
be faster? (speed i -

limit) — e e
All | know is how far
and which direction
(to next hop router)

Distance Vector routing protocols are like signposts along the path to the final destination.

THE GLENBRIDH HOTEL

1GLENBEN RN R

]

&

Sp—
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Distance Vector Concepts

""-h"-"
T

D

<€ Routing > | Routing > | Routing
Table - Table . 3 Table - Table —

Pass periodic copies of a routing table to neighbor routers and accumulate
distance vectors.



Dynamic Routing Protocols

Distance Vector ’ ! y

Interior Gateway Protocols Exterior Gateway Protocols

n
Routing Protocols
' ’
Distance Vector Link-State Routing Path-Vector Routing
Routing Protocols Protocols Protocol
RIPw1 IGRP | |
RIPv2 EIGRP OSPF IS-1S BGP

Routing Information Protocol (RIP)

Three versions: IPv4 RIPv1 and RIPv2. RIPng
for IPv6.

Uses hop counts as its metric.
Interior Gateway Routing Protocol (IGRP)
Legacy Cisco Proprietary protocol.
Uses bandwidth and delay as its metric.
Enhanced IGRP (EIGRP)
Cisco Proprietary protocol. Now RFC-7868.
Uses bandwidth and delay as its metric.

Only event driven distance-vector routing
protocol.

NOTE:

*EIGRP is an
“advanced” DV
protocol.

*When we discuss
DV protocols in
general terms, we
are referring more to

RIP than EIGRP.




Link-State Protocol Operation

® Link-state routing protocol can
create a “complete view,” or
topology, of the network.

® Link-state protocols are
associated with Shortest Path
First (SPF) calculations.

® A link-state router uses the link
state information to:

Create a topology map

Select the best path to all
destination networks in the
topology.

Each router makes the
decision!
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Link State routing protocoils is like having a complete map of the network topology 34



%" camichael

ol Rancho
= Sacramentu =" Cordova

® Link-state protocols work best
in situations where

The network design is
hierarchical, usually occurring
in large networks.

The administrators have a

good knowledge of the T,?/ '\’\ -
implemented link-state routing '
protocol. / \'\ /

Fast convergence of the 5 T 5
network is crucial. /

| LD,

Vi~ Elk/Grove \Wilton
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Dynamic Routing Protocols

Link-State Routing ; ! y

Interior Gateway Protocols Exterior Gateway Protocols

P rOtO CO | S {lGIF’S} (EGPs)
f } }

Distance Vector Link-State Routing Path-Vector Routing
Routing Protocols Protocols Protocol
RIPw1 IGRP
RIPv2 EIGRP OSPF IS-1S BGP

® Open Shortest Path First (OSPF)
Popular standards based routing protocol

® Intermediate System-to-Intermediate System (IS-IS)
Popular in provider networks

36



Link-State Concepts

Yo\
\><74

Topological
Database Link-State Advertisement Packets Routing
Table
) /

Algorithm
\ Shortest Path First Tree |

Routers send LSAs to their neighbors. The LSAs are used to build a topological
database. The SPF algonthm is used to calculate the shortest path first tree in
which the root is the individual router and then a routing table is created.




Routing Protocol Behaviour



Classful Routing  ==()
Protocols

172.16.0.0/16
Major Classful
Network

1 r2.15;1.. 1 r2.1'—_'.,5.
‘ e i
R1 172164 (.x-za) R3

Classful: Subnet mask is the same throughout the topology.
® (lassful routing protocols do not send subnet mask information in

their routing updates:
Only RIPv1 and IGRP are classful.

Created when network addresses were allocated based on
classes (class A, B, or C).

Cannot provide variable length subnet masks (VLSMs) and
classless interdomain routing (CIDR).

Create problems in discontiguous networks.

1721 -:--:-
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R1 Forwards a Classful Update to R2

172.16.1.0/24 192.168.1.0/30

N A 2
S0/0/0
G0/0 : S0/0/0 I\

D

Routing update:

172.16.0.0 /

My 30 seconds are up.
I’'m sending an update
to my RIP neighbor(s).

192.168.2.0/30 172.16.2.0/24
2 1 1

S0/0/1 SO/0/1_ s GO/0 5

'}

R2# show ip route | begin Gateway
Gateway of last resort is not set

R 172.16.0.0/16 [120/1] via 192.168.1.1, 00:00:11, Serial0/0/0
192.168.1.0/24 is variably subnetted, 2 subnets, 2 masks

C 192.168.1.0/30 is directly connected, Serial0/0/0

L 192.168.1.2/32 is directly connected, Serial0/0/0
192.168.2.0/24 is variably subnetted, 2 subnets, 2 masks

C 192.168.2.0/30 is directly connected, Serial0/0/1

L 192.168.2.2/32 is directly connected, Serial0/0/1

R2#
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R3 Forwards a Classful Update to R2

7 Discontiguous Networks o

172.16.1.0/24 192.168.1.0/30

1 1 2 2
oo O S0/0/0 S0/0/0 S0/0/1

192.168.2.0/30

,? ~ Routing update:‘

172.16.2.0/24

A A

My 30 seconds are up.
I’'m sending an update
to my RIP neighbor(s).

R2# show ip route | begin Gateway
Gateway of last resort is not set

R 172.16.0.0/16 [120/1] wvia 192.168.2.1, 00:00:14, Serial0/0/1
[120/1] via 192.168.1.1, 00:00:16, Serial0/0/0

19Z2.1o00.1.0U/24 15 variably subnetted, 24 subnets, Z masks

C 192.168.1.0/30 is directly connected, Serial(0/0/0

L 192.168.1.2/32 is directly connected, Serial0/0/0
192.168.2.0/24 is variably subnetted, 2 subnets, 2 masks

C 192.168.2.0/30 is directly connected, Serial(0/0/1

L 192.168.2.2/32 is directly connected, Serial(0/0/1

R2#
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Connectivity Fails or Inconsistent at Best

Discontiguous Networks o

\/
172.16.1.0/24 192.168.1.0/30 192.168.2.0/30 172.16.2.0/24

1 1 2 2 1 1
S0/0/0
P ‘ S0/0/0 S0/0/1 S0/0/1 : G0/0 5
R2# ping 172.16.1.1

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 172.16.1.1, timeout is 2
seconds:
U.U0.0
Success rate is 0 percent (0/5)
R2#
R2# traceroute 172.16.1.1
Type escape sequence to abort.
Tracing the route to 172.16.1.1
VRF info: (vrf in name/id, vrf out name/id)
1 192.168.1.1 4 msec
192.168.2.1 4 msec
192.168.1.1 4 msec
R2#
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Classless Routing Protocols

172.16.1.0/24 192.168.1.0/30 192.168.2.0/30 172.16.2.0/24

1 1 2 2 1 1
S0/0/0
GO0 S0/0/0 S0/0/1 S0/0/1 -

A

( . _ \\\
My 30 seconds are up. Routing update:
I’'m sending an update

to my RIP neighbor(s).

N 4
R2# show ip route | begin Gateway
Gateway of last resort is not set

172.16.0.0/24 is subnetted, 1 subnets

R 172.16.1.0 [120/1] via 192.168.1.1, 00:00:06, Serial0/0/0
192.168.1.0/24 is variably subnetted, 2 subnets, 2 masks

C 192.168.1.0/30 is directly connected, Serial0/0/0

L 192.168.1.2/32 is directly connected, Serial0/0/0

R2#

® (lassless routing protocols include subnet mask information in the

routing updates:

RIPv2, EIGRP, OSPF, and IS_IS and IPv6 routing protocols

Support VLSM and CIDR
Also support discontiguous networks
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R3 Forwards a Classless Update to R2

172.16.1.0/24 192.168.1.0/30 192.168.2.0/30 172.16.2.0/24
A1 2 1 A1
Y o T 4

S0/0/1 S0/0/1
My 30 seconds are up.

Routing update:
I’m sending an update

to my RIP neighbor(s).

R2# show ip route | begin Gateway

Gateway of last resort is not set
172.16.0.0/24 is subnetted, 2 subnets

R 172.16.1.0 [120/1] wvia 192.168.1.1, 00:00:03, Serial0/0/0

R 172.16.2.0 [120/1] wvia 192.168.2.1, 00:00:03, Serial0/0/1
192.168.1.0/24 is variably subnetted, 2 subnets, 2 masks

C 192.168.1.0/30 is directly connected, Serial0/0/0

L 192.168.1.2/32 is directly connected, Serial0/0/0
192.168.2.0/24 is variably subnetted, 2 subnets, 2 masks

C 192.168.2.0/30 is directly connected, Serial0/0/1

L 192.168.2.2/32 is directly connected, Serial0/0/1

R2#
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Connectivity Success

172.16.1.0/24 192.168.1.0/30 192.168.2.0/30 172.16.2.0/24

1 . 2 1 K
GO0/0 ‘ S0/0/1 S0/o/t : GO/0 5

R2# ping 172.16.1.1
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 172.16.1.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 12/14/16 ms
R2#

R2# traceroute 172.16.1.1

Type escape sequence to abort.

Tracing the route to 172.16.1.1

VRF info: (vrf in name/id, vrf out name/id)
1 192.168.1.1 4 msec 4 msec *
R2#

45



Routing Protocol Characteristics

® Speed of Convergence:

Routing loops can occur when inconsistent routing tables are not
updated due to slow convergence in a changing network.

® Scalability:
Large networks require a scalable the routing protocol.
® Classful or Classless (Use of VLSM and summarization):

Classful routing protocols do not include the subnet mask and
cannot support VLSM while classless routing protocols do.

® Resource Usage:

Defines how much memory space (RAM), CPU utilization, and link
bandwidth utilization is required by the routing protocol.

® Implementation and Maintenance:

This describes the level of knowledge that is required for a network
administrator to implement and maintain the network based on the
routing protocol deployed.

My opinion.... Link state is easier to understand, maintain and

troubleshoot the distance vector. 40



Metrics



Purpose of a Metric

192.1848.3:0/24

PCEI e ’
CUSTOMARY AND INTERNATIONAL SYSTEM (51) UNITS 4 ";
MASS (WEIGHT) CAPACITY TEMPERATURE
. water100{1- 212
kilogram boils L
sod||r 180
60| [ 140
body  37-Jull 98.6
temperature

20

LEMNGTH | 60
[ yard i |
——rfoot — | inch —-—  water BT 35
I [TTTTTTTTTTI freezes
204l 0
f————— meter =
——— decimeter centimeter —|l~—
[ [ I I T T T T _q0 ML a0
@)%

® Metrics are a way to measure or compare.
Determine the best path.

® Routing protocol learns multiple routes to the same destination.
Metric is used to determine which path is most preferable
Lower the metric, the better




Routing Protocol Metrics

® Different routing protocols use different metrics.

Routing metrics are not interchangeable between routing
protocols.

Two different routing protocols might choose different paths to
the same destination.

1721810024

® For example:

1T21a3.024

F'E‘I!____

/) a

RIF chooses shortest path based on hop count.
OS5PF chooses shortest path based on bandwidth.



R2# show ip route
<output omitted>

Gateway of last resort is not set

182.168.8.0/24

R 192.168.1.0/24 [120/1] via 192.168.2.1, 00:00:24, Serial0/0/0
C 192.168.2.0/24 is directly connected, Serial0/0/0
C 192.168.3.0/24 is directly connected, FastEthernet0/0
C 192.168.4.0/24 is directly connected, Serial0/0/1
R 192.168.5.0/24 [120/1] via 192.168.4.1, 00:00:26, Serial0/0/1
R 192.168.6.0/24 [120/1] via 192.168.2.1, 00:00:24, Serial0/0/0
[120/1] via 192.168.4.1, 00:00:26, Serial0/0/1
R 192.168.7.0/24 [120/1] via 192.168.4.1, 00:00:26, Ser] 0/1
R 192.168.8.0/24 [120(i) via 192.168.4.1, 00:00:26, €erial0/0/2
® All routers running RIP e
® \Whatis the metric =
(distance) for R2 to reach -/
the 192.168.8.0 network? / o
2 (hops away) . G Z= Rl om =

® \What is the direction
(vector) for R2 to reach the
192.168.8.0 network?

Serial 0/0/1 (via R3)

192.188.7.0/24

/




192 1&3 024

Load |
Balancing

192 168 4 o ’ 1821685 0/24

1821631 0024 " | PCE 1821886024 | pre b

u{‘

— —— ] — | L ,_____,ﬂ' —
o VG G
R1 H3 192164.7 1024 Hd

F"C‘I! F’CE!

At F

R2 load balances traffic destined for the 192.168. 6.0v24 network.

182 16 80524

= 4

R2# show ip route

<output omitted>

R 192.168.6.0/24 [120/1] via 192.168.2.1, 00:00:24, Serial0/0/0
[120/1] wvia 192.168.4.1, 00:00:26, Serial0/0/1

® \Vhat happens when two or more routes to the same destination have
identical metric values?

The router load balances between these equal-cost paths.
All routing protocols do equal cost load balancing.
EIGRP also does unequal cost load balancing.




Purpose of Administrative Distance

What if a router learns about a remote
network from two different routing
sources.

What if RIP advertises the network as
10 hops away but OSPF advertises it
as a cumulative bandwidth of 100,000.

Which is better RIP or OSPF?
Can’t tell

Can’t compare apples and oranges.

Note: This is not common.
Administrative distance (AD) is:

Used to determine which routing
source takes precedence.

Used when there are multiple
routing sources for the same
destination network address.

Lower the AD the more preferred the
routing source.

Route Source

Connected

AD

]

Static

EIGRP summary route

H So, which one would
be preferred RIP or
OSPF? OSPF

20

00

SRP

100

OSPF

110

[S-I5

115

RIP

120

Which route would be
preferred, OSPF or a Static

Route to the same network?
Static Route

170

200




Purpose of Administrative Distance

® Cisco uses Administrative distance Route Source AD
/ Connected ]
routing source. _
® Routing sources: Static :
Directly connected networks EIGRP summary route 3
Static routes External BGP 20
Specific routing protocols Internal EIGRP 0()
® AD for static and dynamic can be IGRP 100
modifed (in CCNP)
OSPF 110
Note [S-IS 115
® The term trustworthiness is RIP 120
commonly used when defining External EIGRP 170
administrative distance.
o ) ) Internal BGP 200
® T[he lower the administrative distance

value, the more trustworthy the route.




Purpose of Administrative Distance

AD: 0 to 255.

The lower the value, the more
preferred the route source.

AD of 0 is the most preferred.

Only a directly connected
network has an administrative
distance of 0, which cannot be
changed.

No better route to a network
than being directly connected
to that network.

AD of 255 means the router will
not believe the source of that route

Route Source

AD

Connected

]

Route will not be installed in
the routing table.

Static

]

EIGRP summary route

3

External BGP 20

Internal EIGRP 00

IGRP 100
OSPF 110
[S-IS 115
RIP 120
External EIGRP 170
Internal BGP 200




Administrative Distance of a Route

192.168.3.0/24

192.168.4.0/24

192.168.2.0/24

AD =
13.@3.1 .0/24
m ="

92.168.5.0/24

192.168.6.0/24 192.168.8.0/24

el ———
\ ——

o
-

192.168.7.0/24

. AD =120

R1 and R3 do not "speak" the
same routing protocol.

FEZ#show ip route
<gutput cmitted>

Gateway of last rescrt 1s not set

D 192.168.1.0/24 [80/2172416] via 19Z2.1e8.2.1, 00:00:24, Seriall/0/0
192.168.2.0/24 is directly connected, Seriald/0/0
192.168.3.0/24 is directly connected, FastEtherneti/0
192.168.4.0/24 is directly connected, EBeriald/0/1

D  192.168.6.0/24 [90/2172416] via 192.168.2.1, 00:00:24, Serial0/0/0
192.168.6.0/24 [80/2172416] via 192.168.2.1, 00:00:24, Serialld/0/0

192.168.7.0/24 [120/1] wia 19%2.168.4.1, 0D:00:08, Seriald/0/1
192.168.8.0/24 [120/Z2] wia 192.168.4.1, 00D:00:08, Serial0/0/1

pe Bew B e B I O TR T




Distance Vector Routing
Protocol



Distance Vector Routing Protocols

Dynamic Routing Protocols

J ® Distance vector routing protocols:
Interior Gateway Protocols Share updates between neighbors
(1GP) Not aware of the network topology
J | ® RIPv1 sends periodically broadcasts
Distance Vector updates to IP 255.255.255.255 even if
e e topology has not changed
) l Updates consume bandwidth and
RPvi | | IGRP | network device CPU resources
v v ® EIGRP will only send an update when
Leez | | Eoke | topology has c}r:anged P
® RIPv2 and EIGRP use multicast
addresses



Routing Information Protocol ver. 1 (RIPv1)

Data Link Frame IP Packet UDP Segment RIP Message
Header Header Header (512 Bytes: Up to 25 Roules)
| Can’t 15 hops 14 hops 13 hops 12 hops 11 hops 10 hops 9 hops
reach (B >< >< >< >< >< >< ><
192.168.1.C
8 hops
® RIPv1 (RFC 1058) is a legacy 15t generation IPv4 protocol. ><
Easy to configure, making it a good choice for small networks.
® RIPv1 has the following key characteristics: 7 h°

,
-

Metric = hop count (lower is better).
Updates broadcasted every 30 seconds to 255.255.255.255. 6 hops
If hop count > 15 hops = too far and the update is not >

propagated.
RIP updates are encapsulated into a UDP segment, with both 5 hog
source and destination port numbers set to UDP port 520.

(——11hop 2hops 3 hops 4
192.168.1.0/24 s =< >< T

o AS



Routing Information Protocol ver. 2 (RIPv2)
BREAK T

® RIPv2 (RFC 1058) replaced RIPv1and included the following
improvements:

* Classless routing protocol: Supports VLSM and CIDR,
because it includes the subnet mask in the routing updates.

* Increased efficiency: Forwards updates to multicast address
224.0.0.9, instead of the broadcast address 255.255.255.255.

* Reduced routing entries: Supports manual route
summarization.

* Secure: Supports an authentication mechanism to secure
routing table updates between neighbors. 59



IGRP

RouterB

Router A{config #Wrouter igrp 100
Router Af{config-ronter)#network 172.16.0.0
Router A{confie=router #network 10.0.0.0

The Interior Gateway Routing Protocol (IGRP) was the first proprietary
IPv4 routing protocol developed by Cisco in 1984.

Gave customers a choice between two standard protocols RIPv1 and
OSPF.

No hop limit

Easy to understand
Bandwidth and delay are used to create a composite metric.

Optionally, load and reliability can also be included in the calculation.
Routing updates are broadcast every 90 seconds, by default.



EIGRP

® 1n 1992, Enhanced IGRP (EIGRP) replaced IGRP.

* EIGRP also supports VLSM and CIDR, increases efficiency, reduces
routing updates, and supports secure message exchange.

® EIGRP also introduced: (more later!)
* Bounded triggered updates
* Hello keepalive mechanism
* Maintains a topology table (DUAL — backup routes)
* Rapid convergence
* Multiple network layer protocol support (IPv4, IPv6, IPX, Appletalk)



Routing Information Protocol



Why RIP?
o)

.- Routing

information -
protocol 'g_ -
=

L

'\
<AL

® RIP is rarely used in modern networks!
® However, it's useful as a foundation for understanding basic network
routing.
® This section provides a brief overview of how to configure basic RIP
settings and to verify RIPv2. 63
®



Overview

RIPv1

RIPv2

Distance Vector or Link State?

Distance Vector

Distance Vector

Is it a Classless routing protocol?

Does it use triggered updates?

Does it use either split horizon or split
horizon w/poison reverse?

Does it uses hold-down timers?

Is the maximum hop count = 15?

Does it do auto summary?

Does it support CIDR?

Does it support VLSM?

Does it support authentication?

AR IR S INENENEENIRNE

SN NN NS




RIP Cheat
Sheet

RIP

RIP Impleamantations

RIPv1
Original RIP implementation, limited to claseful routing
{obsolata)

RIPw2
Introduced support for classless routing, authentication,
triggered updates, and multicast announcemeants (RFC 2453)

RIPng (RIP Next Generation)
Extends RIPv2 to support IPvS routing (RFC 2080); functions
wary similarly to RIPv2 and is subsequently as limited
Protocals Comparison
RIPw1 RIPwZ RIPng
IPF IPv4 IPvd IPvE
Admin Distance 120 120 120
UDP Part 520 520 521
Classless Mo Yes Yes
Adv. Address Broadcast 224.0.0.9 FFD2::9
Authentication MNone Flain, MD5S Nane

RIPv2 Configuration

! Enable RAIPvZ IPvd4 routing
router rip
version 2

Disable RIPv2 sutomatic summarization
no auto-sUrmary

Designate RIFvZ interfaces by network
network metwork

Identify wnicast-only neighbors
neighbor IP-address

Originate a default route
default-information originate

Designate passive interfaces
passive-interface {imterface | default}

Modify timers

timers basic update inwvalid hold flush

RIPng Configuration

Toggle split-
[mo] split-horizon
[no] poison-reverse

Modify timer
timers basic update invalid hold flush

packetlife.net

Attributes
Type Distance Vector
Algorithm Bellman-Ford
Admin Distance 120
Matric Hop count {max 18)
Standard RFCs Z0B0, 2453
Protocols 1Pva, IPVE
Transport UDF
Authentication Flaintext, MDS
Multicast IP 224.0.0.9/FFD2::9

Terminology

Split Horizon
A rule that states a router may not advertise a8 route
back to the neighbor from which it was learned

Route Poisoning

When a natwaork becomes unreachable, an
update with an infinite metric is generated to
explicitly advertica the route as unreachable

Poison Reverse
A routsr advertises a network as unreachable
through the interface on which it was learned
Timer Dafaults
Update 30 cec Flush 240 gsac
Invalid 1B3J sec Hold-down 1EB0 sec

RIPv2 Interface Configuration

! Configure manual route summarization

ip sumrary-address rip network mask

le MDS authentication (RIPwZ only)
1|:| rip authentication mode md5
ip rip suthenticaticn key-chain key-chaim

RIPng Interface Configuration
! RIPng on the interface
ipwbd rip name enable
! Configure manual route summarization
ipvd rip name summary-sddress prefix

Troubleshooting

show ip[ve] protocals
show ip[vb] rip database
show ip[vB] route rip
debug ip rip { databace | events }
debug ipv6 rip [interface]




RI P packetlife.net

RIP Implementations Attributes
RIPv1 Type
Algorithm
RIPv?2 Admin Distance
Metric
. Standard
RIPng (RIP Next Generation)
Protocols
Transport
Protocols Comparison Authentication
RIPv1 RIPv2 RIPng Multicast IP
IP ;
o Terminology
Admin Distance
UDP Port
Classless

Adv. Address

Authentication

Timer Defaults
Update Flush
Invalid Hold-down 66



RIP Reference Topology

192.168.3.0/24

192.168.1.0/24 1 | G0/0 192.168.5.0/24
A “:;{ DCE “:;{ DCE “:;{ A
S0/0/1
% R1 ?O’ 0/0 80/0/20 i S0/0r1 -~ coo 5
192.168.2.0/30 192.168.4.0/30

Device Interface IP Address Subnet Mask
~1 G0/0 192.168.1.1 255.255.255.0
$0/0/0 192.168.2.1 255.255.255.0
G0/0 192.168.3.1 255.255.255.0
R2 S0/0/0 192.168.2.2 255.255.255.0
$0/0/1 192.168.4.2 255.255.255.0
22 G0/0 192.168.5.1 255.255.255.0

S0/0/1 192.168.4.1 2355.255.255.0




Entering Routing Configuration Mode

192.168.3.0/24

192.168.1.0/24 1 | G0/0 192.168.5.0/24

A DCE DCE A
S0/0/0 S0/0/1
G0/0 S0/0/0 2 2SO/O/ 1 ' G0/0 5

1 2 1
T 192.168.2.0/30 192.168.4.0/30
R1# conf t
Enter configuration commands, one per line. End with
CNTL/Z.

Rl (config) # router rip
Rl (config-router) #




RIP Configuration Options

Rl (config-router) # ?

address-family
auto-summary
default
default-information
default-metric
distance
distribute-list
exit
flash-update-threshold
help

input-queue
maximum-paths
neighbor

network

no

offset-1list
output-delay
passive-interface
redistribute

timers
traffic-share
validate-update-source

version

Rl (config-router) #

Router configuration commands:

Enter Address Family command mode

Enable automatic network number summarization
Set a command to its defaults

Control distribution of default information
Set metric of redistributed routes

Define an administrative distance

Filter networks in routing updates

Exit from routing protocol configuration mode
Specify flash update threshold in second
Description of the interactive help system
Specify input queue depth

Forward packets over multiple paths

Specify a neighbor router

Enable routing on an IP network

Negate a command or set its defaults

Add or subtract offset from RIP metrics
Interpacket delay for RIP updates

Suppress routing updates on an interface
Redistribute information from another routing
protocol

Adjust routing timers

How to compute traffic share over alternate paths
Perform sanity checks against source address of
routing updates

Set routing protocol version




Advertising the R1 Networks

192.168.3.0/24

192.168.1.0/24 p | GO/O 192.168.5.0/24
DCE
ém Sojoj0 Z_SU00 g S00/1 So/ort ﬂ G0/0
T 192.168.2.0/30 192.168.4.0/30
Rl (config) # router rip
Rl (config-router)# network 192.168.1.0
Rl (config-router)# network 192.168.2.0
(

Rl (config-router) #

® To enable RIP and advertise a network, use the routing configuration
command network network-address

Enter the network address for each directly connected network.
® Entering the command automatically :
Enables RIP on all interfaces that belong to a specific network.
* Interfaces now both send and receive RIP updates.
Advertises the specified network in RIP updates every 30 seconds. 73



Advertising the R2 Networks

192.168.1.0/24

192.168.3.0/24

J|GWO

DCE
S0/0/0 S0/0/1 S0/0/1
2 2 A

192.168.2.0/30 1\ 192.168.4.0/30

192.168.5.0/24

A

G0/0

2 (config-router
2 (config-router

)
)
)

(config) # router
2 (config-router) #
2 (config-router) #

(

(

id
i

rip

network 192.168.2.0
network 192.168.3.0
network 192.168.4.0




Advertising the R3 Networks

192.168.3.0/24

192.168.1.0/24 y | GO/0 192.168.5.0/24
DCE 1
% SO/O/O S0/0/0 S0/0/1 SO G0/0 5
2 2 A
192.168.2.0/30 192.168.4.0/30 1\
R3 (config) # router rip

config-router)# network 192.168.4.0
config-router)# network 192.168.5.0
config-router) #

R3
R3
R3

o~ o~ o~ o~




Verifying RIP Settings on R1

R1# show ip protocols
*** TP Routing 1is NSF aware ***

Routing Protocol is "rip"
Outgoing update filter 1list for all interfaces 1is not set
Incoming update filter list for all interfaces is not set
Sending updates every 30 seconds, next due in 16 seconds
Invalid after 180 seconds, hold down 180, flushed after 240
Redistributing: rip
Default version control: send version 1, receive any version

Interface Send Recv Triggered RIP Key-chain
GigabitEthernet0/0 1 1 2
Serial0/0/0 1 1 2

Automatic network summarization is in effect
Maximum path: 4
Routing for Networks:

192.168.1.0
192.168.2.0
Routing Information Sources:
Gateway Distance Last Update
192.168.2.2 120 00:00:15

Distance: (default is 120)

R1#




Verifying RIP Routes on R1

192.168.1.0/24

A DCE
GO/0 S0/0/0

1

192.168.3.0/24

A | G0/0 192.168.5.0/24

DCE 1
80/0/20 73 S0/0/1 SR G0/0 5
. 2

1

T 192.168.2.0/30 192.168.4.0/30

L_|

PRSPV R O

R1#

R1# show ip route
Gateway of last resort is not set

192.168.1.0/24 1is
192.168.1.0/24
192.168.1.1/32
192.168.2.0/24 1is
192.168.2.0/24
192.168.2.1/32

| begin Gateway

variably subnetted, 2 subnets, 2 masks

is directly connected, GigabitEthernet0/0
is directly connected, GigabitEthernet0/0
variably subnetted, 2 subnets, 2 masks

is directly connected, Serial0/0/0

is directly connected, Serial0/0/0

192.168.3.0/24 [120/1] wvia 192.168.2.2, 00:00:24, Serial0/0/0
192.168.4.0/24 [120/1] wvia 192.168.2.2, 00:00:24, Serial0/0/0
192.168.5.0/24 [120/2] wvia 192.168.2.2, 00:00:24, Serial0/0/0




Veritying RIP Settings on R2

R2# show ip protocols
*** TP Routing is NSF aware ***

Routing Protocol is "rip"
Outgoing update filter list for all interfaces is not set
Incoming update filter list for all interfaces is not set
Sending updates every 30 seconds, next due in 16 seconds
Invalid after 180 seconds, hold down 180, flushed after 240
Redistributing: rip
Default version control: send version 1, receive any version

Interface Send Recv Triggered RIP Key-chain
GigabitEthernet0/0 1 1 2
Serial0/0/0 1 1 2
Serial0/0/1 1 1 2

Automatic network summarization is in effect
Maximum path: 4
Routing for Networks:
192.168.2.0
192.168.3.0
192.168.4.0
Routing Information Sources:

Gateway Distance Last Update
192.168.2.1 120 00:00:13
192.168.4.1 120 00:00:22

Distance: (default is 120)




Veritying RIP Routes on R2

192.168.1.0/24

G0/0

SO/O/O

192.168.3.0/24

A | GO/0
DCE
S0/0/0 - S0/0/1

2 2 1

192.168.2.0/30 T 192.168.4.0/30

192.168.5.0/24

A
G0/0 5

R

Q

Q

Q

P,

R2#

R2# show ip route
Gateway of last resort is not set

192.168.1.0/24
192.168.2.0/24 1is
192.168.2.0/24
192.168.2.2/32
192.168.3.0/24 is
192.168.3.0/24
192.168.3.1/32
192.168.4.0/24 1is
192.168.4.0/24
192.168.4.2/32
192.168.5.0/24

[120/1]

| begin Gateway

via 192.168.2.1,
variably subnetted, 2

is directly connected,
is directly connected,

variably subnetted, 2

is directly connected,
is directly connected,

variably subnetted, 2

is directly connected,
is directly connected,
[120/1]

via 192.168.4.1,

00:00:20, Serial0/0/0
subnets, 2 masks
Serial0/0/0
Serial0/0/0

subnets, 2 masks
GigabitEthernet0/0
GigabitEthernet0/0
subnets, 2 masks
Serial0/0/1
Serial0/0/1
00:00:01, Serial0/0/1




Verifying RIP Settings on R3

R3# show ip protocols
*** TP Routing is NSF aware ***

Routing Protocol is "rip"
Outgoing update filter list for all interfaces is not set
Incoming update filter list for all interfaces is not set
Sending updates every 30 seconds, next due in 7 seconds
Invalid after 180 seconds, hold down 180, flushed after 240
Redistributing: rip
Default version control: send version 1, receive any version

Interface Send Recv Triggered RIP Key-chain
GigabitEthernet0/0 1 1 2
Serial0/0/1 1 1 2

Automatic network summarization is in effect
Maximum path: 4
Routing for Networks:
192.168.4.0
192.168.5.0
Routing Information Sources:
Gateway Distance Last Update
192.168.4.2 120 00:00:27
Distance: (default is 120)




Verifying RIP Routes on R3

192.168.1.0/24

G0/0

SO/O/O

192.168.2.0/30

192.168.3.0/24

A | GO/

DCE
S0/0/0 S0/0/1 S0/0/1

2 2 A
192.168.4.0/30

192.168.5.0/24

A
G0/0 5

1

R
R
R

Q

R3#

R3# show ip route
Gateway of last resort is not set

192.168.1
192.168.2.
192.168.3.0/24
192.168.4.0/24 is
192.168.4.0/24
192.168.4.1/32
192.168.5.0/24 is
192.168.5.0/24
192.168.5.1/32

.0/24
0/24

[120/2]
[120/1]
[120/1]

| begin Gateway

via 192.168.4.2,
via 192.168.4.2,
via 192.168.4.2,
variably subnetted, 2

is directly connected,
is directly connected,

variably subnetted, 2

is directly connected,
is directly connected,

00:00:02,
00:00:02,

Serial0/0/1
Serial0/0/1
00:00:02, Serial0/0/1
subnets, 2 masks
Serial0/0/1
Serial0/0/1

subnets, 2 masks
GigabitEthernet0/0
GigabitEthernet0/0




RIP Versions

R1# show ip protocols
***% TP Routing is NSF aware ***

Routing Protocol is "rip"
Outgoing update filter list for all interfaces is not set
Incoming update filter list for all interfaces is not set
Sending updates every 30 seconds, next due in 16 seconds
Invalid after 180 seconds, hold down 180, flushed after 240
Redistributing: rip
Default version control: send version 1, receive any version

Interface Send Recv Triggered RIP Key-chain
GigabitEthernet0/0 1 1 2
Serial0/0/0 1 12

Automatic network summarization is in effect
Maximum path: 4
Routing for Networks:

192.168.1.0

192.168.2.0

<Qutput omitted>

® By default, RIPv1 is enabled when entering router rip

® Notice how R1 can send RIPv1 messages, but it can receive both
RIPv1 and RIPv2 messages.

R1 would ignore the RIPv2 fields in the route entry.



Enable and Verify RIPv2 on R1

192.168.3.0/24

RIPv2
192.168.1.0/24 11 o0 192.168.5.0/24
A DCE DCE A
S0/0/1
™ ?0/0/0 30/0’20 : 230/0/1 ; GO0/0 5
RIPv1 ~ RIPV1
T 192.168.2.0/30 192.168.4.0/30

Rl (config)# router rip
Rl (config-router)# version 2
Rl (config-router) # *Z
R1#
R1# show ip protocols | section Default
Default version control: send version 2, receive version 2

Interface Send Recv Triggered RIP Key-chain
GigabitEthernet0/0 2 2
Serial0/0/0 2 2
R1#
Note:

« Configuring version 1 enables RIPv1 only
« Configuring no version returns the router to the default settings.




Verifying RIP Routes on R1

192.168.3.0/24

RIPv2
192.168.1.0/24 11 cor0 192.168.5.0/24
A DCE DCE A
' RIPV1 " RIPv1
T 192.168.2.0/30 192.168.4.0/30

192.168.1.0/24 1is

C 192.168.1.0/24
L 192.168.1.1/32

192.168.2.0/24 1is
C 192.168.2.0/24
L 192.168.2.1/32
R14#

R1# show ip route | begin Gateway
Gateway of last resort is not set

variably subnetted, 2 subnets, 2 masks

is directly connected, GigabitEthernet0/0
is directly connected, GigabitEthernet0/0
variably subnetted, 2 subnets, 2 masks

is directly connected, Serial0/0/0

is directly connected, Serial0/0/0




Enable and Verify RIPv2 on R2

192.168.3.0/24

192.168.1.0/24 RIPv2 o | — 192.168.5.0/24
DCE g
% 30/0/0 30/0/20 280/0/1 So/on G0/0 5
' RIPV1
192.168.2.0/30 192.168.4.0/30
RIPv2

R2 (config) # router rip

R2 (config-router) # version 2

R2 (config-router) # end

R2#

R2# show ip protocols | section Default

Default version control: send version 2, receive version 2

Interface Send Recv Triggered RIP Key-chain
GigabitEthernet0/0 2 2
Serial0/0/0 2 2
Serial0/0/1 2 2

R2#




Veritying RIP Routes on R2

192.168.1.0/24 RlPV2

192.168.3.0/24

A | GO/0

DCE
% 30/0/0 S0/0/0 S0/0/1 S0/0/1
2 2
192.168.2.0/30 192.168.4.0/30
RIPv2

192.168.5.0/24

A
G0/0 5

" RIPv1

R

]

Q

R2#

R2# show ip route
Gateway of last resort is not set

| begin Gateway

192.168.1.0/24 [120/1] wvia 192.168.2.1,

192.168.2.0/24 1is
192.168.2.0/24
192.168.2.2/32
192.168.3.0/24 is
192.168.3.0/24
192.168.3.1/32
192.168.4.0/24 1is
192.168.4.0/24
192.168.4.2/32

variably subnetted, 2

is directly connected,
is directly connected,

variably subnetted, 2

is directly connected,
is directly connected,

variably subnetted, 2

is directly connected,
is directly connected,

00:00:03, Serial0/0/0
subnets, 2 masks
Serial0/0/0
Serial0/0/0

subnets, 2 masks
GigabitEthernet0/0
GigabitEthernet0/0
subnets, 2 masks
Serial0/0/1
Serial0/0/1




Enable and Verify RIPv2 on R3

192.168.3.0/24

192.168.1.0/24 RIPv2 p | G0/0 192.168.5.0/24
DCE 1
% 30/0/0 30/0’0 80/0/1 S0y 11 G0/0 5
RIPV2 '
192.168.2.0/30 192.168.4.0/30
RIPv2

R3 (config)# router rip
R3 (config-router) # version 2
R3 (config-router) # end
R3#
R3# show ip protocols | section Default
Default version control: send version 2, receive version 2

Interface Send Recv Triggered RIP Key-chain
GigabitEthernet0/0 2 2
Serial0/0/1 2 2

R3#




Verifying RIP Routes on R3

192.168.1.0/24

RIPV2

192.168.3.0/24

A | GO/

192.168.5.0/24

DCE A
% SO/O/O 30/0’0 Soior SUS 11 G0/0 5
RIPV2 |
192.168.2.0/30 192.168.4.0/30
RIPv2
R3# show ip route | begin Gateway
Gateway of last resort is not set
R 192.168.1.0/24 [120/2] via 192.168.4.2, 00:00:02, Serial0/0/1
R 192.168.2.0/24 [120/1] via 192.168.4.2, 00:00:02, Serial0/0/1
R 192.168.3.0/24 [120/1] via 192.168.4.2, 00:00:02, Serial0/0/1
192.168.4.0/24 is variably subnetted, 2 subnets, 2 masks
C 192.168.4.0/24 is directly connected, Serial0/0/1
L 192.168.4.1/32 is directly connected, Serial0/0/1
192.168.5.0/24 is variably subnetted, 2 subnets, 2 masks
C 192.168.5.0/24 is directly connected, GigabitEthernet0/0
L 192.168.5.1/32 is directly connected, GigabitEthernet0/0
R3#




209.165.200.228/30

50/0/0

DCE

Fanio o

R1

172.30.1.0/24

-

=

Fali

-

——
[E—

—

172.30.2.0/124

Automatic Summarization

10.1.0.0116

—
e

p—

i,
il <0/0/1

DCE

209.165.200.232/30

27 172301000024
e Fal0i0 _‘__—_._'

3
Lo2

172.30.200.32/128 Lo3
172.30.110.0/24
Lo1
172.30.200.16/28



192.168.0.00/24

192.168.1.0/24
Summary Static 192 168.2.0/24
Route to

192.168.0.0/16

10.1.0.0118

52.168.255.0/2:

Auto-Summary and
RIPv2

208.165.200.228/30 208.165.200.232/30

S0/0/0

172.30.1.0/24 DCE S0/041 172.30.100.0/24
Fal/o

Lol

What do you expect to see? 1?2-30-2-024é' et

J 172.30.200.16/28

R2# show ip route

R 172.30.0.0/16 [120/1] wvia 209.165.200.230, 00:00:28, Serial0/0/0
[120/1] via 209.165.200.234, 00:00:18, Serial0/0/1

209.165.200.0/30 is subnetted, 2 subnets

C 209.165.200.232 is directly connected, Serial0O/0/1

C 209.165.200.228 is directly connected, Serial0/0/0
10.0.0.0/16 is subnetted, 1 subnets

10.1.0.0 is directly connected, FastEthernet0/0
S 192.168.0.0/16 is directly connected, NullO

® You still see the summarized 172.30.0.0/16 route with the same
two equal-cost paths. 8‘



192.168.0.00/24

192.168.1.0/24
Summary Static 192 168.2.0/24
Route to

192.168.0.0/16

10.1.0.0/18

Auto-Summary and RIPv2

52.168.255.0/2:

S0/041 172.30.100.0/24
W Falil 4

Lo2
172.30.200.32/28

r Lol
172.30.2.0/24

rena
R1# show ip protocols
Routing Protocol is “rip”
<output omitted>
Default version control: send version 2, recelve version 2

Interface Send Recv Triggered RIP Key-chain

FastEthernet0/0 2 2

FastEthernet0/1 2 2

Serial0/1/0 2 2

Automatic network summarization 1s 1n effect

® By default, RIPv2 automatically summarizes networks at major
network boundaries, just like RIPv1.

® Both R1 and R3 routers are still summarizing their 172.30.0.0
subnets ‘®



Disabling Auto-summary in RIPv2

R2 (config) # router rip
R2 (config-router) # no auto-summary

R3 (config) # router rip
R3 (config-router) # no auto-summary

Rl (config) # router rip
Rl (config-router)# no auto-summary

R1# show ip protocols
<output omitted>
Automatic network summarization is not in effect

<output omitted>

® To modify the default RIPv2 behavior of automatic summarization, use the no
auto-summary command

® RIPv2 no longer summarizes networks to their classful address at boundary
routers but instead includes all subnets and their appropriate masks in its routing gg
updates.



192.168.0.00/24
192.168.1.0/24
1892.168.2.0/24

10.1.0.0118

Summary Static
Route to
192.168.0.0116

Verifying RIPv2 Updates

What do you expect to see?

52.168.255.0/2:

208.165.200.228/30

208.165.200.232/30

R2# show ip route

S0/0/0

172.30.1.0/24 N DCE S0/041 172.30.100.0/24
172.30.0.0/16 is variably subnetted,
R 172.30.200.32/28 [120/1] via 209.1 %4 172302003225 (o
172302.024 T 17230110024
R 172.30.200.16/28 [120/1] via 209.1 ’ R
R 172.30.2.0/24 [120/1] via 209.165.200.230, 00:00:03, Serial0/0/0
R 172.30.1.0/24 [120/1] wvia 209.165.200.230, 00:00:03, Serial0/0/0
R 172.30.100.0/24 [120/1] via 209.165.200.234, 00:00:09, Serial0/0/1
R 172.30.110.0/24 [120/1] via 209.165.200.234, 00:00:09, Serial0/0/1
209.165.200.0/30 is subnetted, 2 subnets
C 209.165.200.232 is directly connected, Serial0O/0/1
C 209.165.200.228 1is directly connected, Serial0/0/0

10.0.0.0/16 1is 1 subnets
10.1.0.0 1is

S 192.168.0.0/16

subnetted,
directly connected, FastEthernet0/0
is directly connected, NullO

® The routing table for R2 now contains the individual subnets for 172.30.0.0/16.
® Notice that a single summary route with two equal-cost paths no longer exists.

® Each subnet and mask has its own specific entry, along with the exit interface and
next-hop address to reach that subnet.



Verifying RIPv2 Updates

172.30.1.0/24

R1# show ip route

ood o Q QW

Py,

172.30.
172.
172.

.30

.30.

30.

.30.

209.165.200.0/30 is subnetted,
209.165.200.232
209.165.200.228 1s directly connected,

10.0.0.0/16 1is subnetted,
10.1.0.0
192.168.0.0/16

172
172

172.

172

0.0/16 is variably subnetted,
.200.32/28
.200.16/28
.2.0/24 is directly connected,

30
30

via 209.165
via 209.165

[120/2]
[120/2]

1.0/24 is directly connected,
100.0/24 [120/2]
110.0/24 [120/2]

[120/1]
1 subnets

[120/1]
[120/1]

via 209.165.200.229,

via 209.165.200.229,
via 209.165.200.229,

2 subnets
via 209.165.200.229,

via 209.165.200.229,

192.168.0.00/24
192.168.1.0/24
1892.168.2.0/24

10.1.0.0118

Summary Static
Route to
192.168.0.0116

S0/ 52.168.255.0/2:

208.165.200.228/30 208.165.200.232/30

S0/001 172.30.100.0/24

Falio

Lo2
172.30.200.32/28

LoD
Lo 172.30.110.0/24
172.30.200 16128

172.30.2.0/24

~ S — P L S Iy

.200.229,
.200.229,

Serial0/0/0
Serial0/0/0

00:00:01,
00:00:01,
Loopback0
FastEthernet0/0
00:00:01,
00:00:01,

Serial0/0/0
Serial0/0/0
00:00:02, Serial0/0/0
Serial0/0/0

00:00:02, Serial0/0/0
00:00:02, Serial0/0/0

® Fully converged routing tables.



192.168.0.00/24

192.168.1.0/24
Summary Static 192 168.2.0/24
Route to

192.168.0.0/16

10.1.0.0118

Verifying RIPv2 Updates

g,
S0/0/0 02.168.255.0/2:

208.165.200.228/30 208.165.200.232/30

172.30.1.0/24

172.30.100.0/24
alil

R3# show ip route

Fal/ L

172.30.200 32128 {0
172.30.0.0/16 is variably subnetted, i J -

C 172.30.200.32/28 is directly connected, Loopback?2

C 172.30.200.16/28 is directly connected, Loopbackl

R 172.30.2.0/24 [120/2] via 209.165.200.233, 00:00:01, Serial0/0/1

R 172.30.1.0/24 [120/2] via 209.165.200.233, 00:00:01, Serial0/0/1

C 172.30.100.0/24 is directly connected, FastEthernet0/0

C 172.30.110.0/24 is directly connected, Loopback0
209.165.200.0/30 is subnetted, 2 subnets

C 209.165.200.232 is directly connected, Serial0O/0/1

R 209.165.200.228 [120/1] via 209.165.200.233, 00:00:02, Serial0/0/1
10.0.0.0/16 1is subnetted, 1 subnets

R 10.1.0.0 [120/1] wvia 209.165.200.233, 00:00:02, Serial0/0/1

R 192.168.0.0/16 [120/1] wvia 209.165.200.233, 00:00:02, Serial0/0/1

® Fully converged routing tables. >



RIP Passive Interfaces

192.168.3.0/24

192.168.1.0/24 ) | 00 192.168.5.0/24
1 DCE DCE 1
% S0/0/0 Z_S0I00 e Pl sojorT Z SO0 G0/0 5
1 2 g -
192.168.2.0/30 192.168.4.0/30

® Sending out unneeded updates on a LAN:
Wastes Bandwidth
Wastes Resources
Security Risk
® The passive-interface
Stops routing updates out the specified interface.
The network that the specified interface belongs to is still

advertised in routing updates that are sent out other interfaces.

Should be configured on interfaces which do not connect to
other RIP routers.



Configuring a Passive Interface on R1

192.168.3.0/24

Routing updat

192.168.1.0/24 4 p | G0/0 192.168.5.0/24
A DCE DCE A
ﬁ S0/0/0 SO/0/0 B "< 0/0/1 SO/0/T Wﬁ
N 2 2 A
T 192.168.2.0/30 192.168.4.0/30

Rl (config) # router rip
Rl (config-router)# passive-interface g0/0
Rl (config-router) # end
R1#
R1# show ip protocols | begin Default
Default version control: send version 2, receive version 2
Interface Send Recv Triggered RIP Key-chain
Serial0/0/0 2 2
Automatic network summarization is not in effect
Maximum path: 4
Routing for Networks:
192.168.1.0
192.168.2.0
Passive Interface(s):

GigabitEthernet0/0

Routing Information Sources:
Gateway Distance Last Update
192.168.2.2 120 00:00:06

Distance: (default is 120)




Configuring a Passive Interface on R2

R2 (config) # router rip
R2 (config-router) # passive-interface g0/0
R2 (config-router)# end

R2#
*Mar 10 16:33:32.391: %SYS-5-CONFIG I: Configured from console by
console

R2# show ip protocols | begin Default
Default version control: send version 2, receive version 2

Interface Send Recv Triggered RIP Key-chain
Serial0/0/0 2 2
Serial0/0/1 2 2

Automatic network summarization is not in effect
Maximum path: 4
Routing for Networks:
192.168.2.0
192.168.3.0
192.168.4.0
Passive Interface(s):

GigabitEthernet0/0

Routing Information Sources:
Gateway Distance Last Update
192.168.2.1 120 00:00:24
Gateway Distance Last Update
192.168.4.1 120 00:00:23

Distance: (default is 120)

R2#




Configuring a Passive Interface nn R

R3(conf1g)# router ri
R3 (config-router) # pa551ve interface default
R3 (config-router)# no passive-interface s0/0/1

R3 (config-router)# end

R3#

*Mar 10 16:34:28.899: %$SYS-5-CONFIG I: Configured
console

R3# show ip protocols | begin Default

Default version control: send version 2,
Interface Send Recv
Serial0/0/1 2 2

Automatic network summarization is not in effect

Maximum path: 4

Routing for Networks:
192.168.4.0
192.168.5.0

Passive Interface(s):
Embedded-Service-Engine0/0

GigabitEthernet0/0
GigabitEthernet0/1
GigabitEthernet0/3
Serial0/0/0
Routing Information Sources:
Gateway Distance Last Update
192.168.4.2 120 00:00:23
Distance: (default is 120)

R34#

NOTE:

* As an alternative, all interfaces can be
made passive using the passive-
interface default command.

* Interfaces that should not be passive can
be re-enabled using the no passive-
interface command.

receive version 2
Triggered RIP

Key-chain




RIP Propagating a Default Static Route

C Internet

.226

192.168.3.0/24

209.165.200.224/27

192.168.5.0/24

DCE A
2 A

1

192.168.1.0/24
|
i o

® |tis common to configure a default static route on an edge router
and then propagating the default route throughout the routing
domain using the routing protocol.

Otherwise, you would have to individually configure default static
routes on all internal routers.

® Edge router must be configured with default static route:
ip route 0.0.0.0 0.0.0.0 exit-intf next-hop-ip

A 2 ' . .
192.168.2.0/30 192.168.4.0/30

® Propagated to other routers via RIP using:
default-information originate



Propagating a Default Route on R1

Internet >
) 192.168.3.0/24
: A (A ] 209.165.200.224/27

192.168.1.0&4 y 192.168.5.0/24

GO/ ik ' R ke < P coo ‘iiii'

R1 (config)# ip route 0.0.0.0 0.0.0.0 S0/0/1 209.165.200.226
Rl (config) # router rip

Rl (config-router) # default-information originate

Rl (config-router) # *Z

R1#

*Mar 10 23:33:51.801: %SYS-5-CONFIG I: Configured from
console by console

Note: Best to use only a next-hop route when CEF is enabled.

100
®



Verifying RIP
'"temEt‘p 192.168.3.0/24 ROUteS On R1

% 209.165.200.224/27
% =

%

192.168.1.0/94 Szgfg” o |G0m 192.168.5.0/24

1 2 2 1

' 192.168.2.0/30 " 192.168.4.0/30

R1# show ip route | begin Gateway
Gateway of last resort is 209.165.200.226 to network 0.0.0.0

S 0.0.0.0/0 [1/0] wvia 209.165.200.226, Serial0/0/1
192.168.1.0/24 is variably subnetted, 2 subnets, 2 masks

C 192.168.1.0/24 is directly connected, GigabitEthernet0/0

L 192.168.1.1/32 is directly connected, GigabitEthernet0/0
192.168.2.0/24 is variably subnetted, 2 subnets, 2 masks

C 192.168.2.0/24 is directly connected, Serial0/0/0

L 192.168.2.1/32 is directly connected, Serial0/0/0

R 192.168.3.0/24 [120/1] via 192.168.2.2, 00:00:08, Serial0/0/0

R 192.168.4.0/24 [120/1] via 192.168.2.2, 00:00:08, Serial0/0/0

R 192.168.5.0/24 [120/2] via 192.168.2.2, 00:00:08, Serial0/0/0
209.165.200.0/24 is variably subnetted, 2 subnets, 2 masks

C 209.165.200.0/24 is directly connected, Serial0/0/1

L 209.165.200.225/27 is directly connected, Serial(0/0/1

R14#



Internet
) j

209.165.200.224/27

192.168.3.0/24

' 192.168.2.0/30

Veritying RIP
Routes on R2

192.168.5.0/24

Rﬁ@ GO/0 5

1921684UBD

R2# show ip route

| begin Gateway

Gateway of last resort is 192.168.2.1 to network 0.0.0.0

R*
R

]

= O

Q

P,

R2#

0.0.0.0/0 [120/1]
192.168.1.0/24
192.168.2.0/24 1is
192.168.2.0/24
192.168.2.2/32
192.168.3.0/24 1is
192.168.3.0/24
192.168.3.1/32
192.168.4.0/24 1is
192.168.4.0/24
192.168.4.2/32
192.168.5.0/24

via 192.168.2.1,

variably subnetted, 2

is directly connected,
is directly connected,

variably subnetted, 2

is directly connected,
is directly connected,

variably subnetted, 2

is directly connected,
is directly connected,
[120/1] wvia 192.168.4.1,

00:00:21,
[120/1] wvia 192.168.2.1,

Serial0/0/0
00:00:25, Serial0/0/0
subnets, 2 masks
Serial0/0/0
Serial0/0/0
subnets, 2 masks
GigabitEthernet0/0
GigabitEthernet0/0
subnets, 2 masks
Serial0/0/1
Serial0/0/1
00:00:15, Serial0/0/1
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Internet

#

<

209.165.200.224/27

' 192.168.2.0/30

192.168.3.0/24

Veritying RIP
Routes on R3

192.168.5.0/24

A
GO0/0 5

192.168.4.0/30

R*
R
R
R

]

R3#

R3# show ip route
Gateway of last resort is 192.168.4.2 to network 0.0.0.0

0.0.0.0/0
192.168.1.
192.168.2.
192.168.3.0/24
192.168.4.0/24 is
192.168.4.0/24
192.168.4.1/32
192.168.5.0/24 is
192.168.5.0/24
192.168.5.1/32

[120/2]
0/24
0/24

[120/2]
[120/1]
[120/1]

| begin Gateway

via 192.168.4.2,
via 192.168.4.2,
via 192.168.4.2,
via 192.168.4.2,
variably subnetted, 2

is directly connected,
is directly connected,

variably subnetted,

00:00:00,
00:00:00,
00:00:00,
00:00:00,
subnets,

2 subnets,
is directly connected,

Serial0/0/1
Serial0/0/1
Serial0/0/1
Serial0/0/1

2 masks

Serial0/0/1

Serial0/0/1

2 masks

GigabitEthernet0/0

is directly connected, GigabitEthernet0/0
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Configuring RIPng



RIPng Reference Topology

2001:DB8:CAFE:2::/64

2001:DB8:CAFE:1::/64

G0/0

2001:DB8:CAFE:3::/64

1 GO/O

DCE
o0 30/0/0 007 S0/0/1

2001:DB8:CAFE:A001::/64 2001:DB8:CAFE:A002::/64

G0/0

R2 (config) # router rip
R2 (config-router) # network192.-168-2-0

® No network command with router rip

interface configuration command:
Router (config-if) # ipv6é rip domain-name enable
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Enabling RIPng on the R1 Interfaces

2001:DB8:CAFE:2::/64

2001:DB8:CAFE:1::/64

1 GO/O

S0l SO/O/O SO/O/O SO/0/1 S0/0/1 ﬁ

T2001:DB8:CAFE:A001::/64 2001:DB8:CAFE:A002::/64

2001:DB8:CAFE:3::/64

G0/0

1 (config)# ipv6 unicast-routing

1 (confiqg) #

1 (config) # interface gigabitethernet 0/0
1 (config-if) # ipv6é rip RIP-AS enable

1 (config-if)# exit

1 (confiqg) #

1 (config) #interface serial 0/0/0

1 (config-if) # ipv6é rip RIP-AS enable

1 (config-1if)#
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Enabling RIPng on the R2 Interfaces

2001:DB8:CAFE:2::/64

2001:DB8:CAFE:1::/64

1 GO/O

G0/ SO/O/O SO/O/O SO/0/1 S0/0/1 a

2001:DB8:CAFE:A001: 4\4 2001:DB8:CAFE:A002::/64

2001:DB8:CAFE:3::/64

G0/0

2 (config)# ipv6é unicast-routing
2 (confiqg) #
2 (config)# interface gigabitethernet 0/0
2 (config-if)# ipv6é rip RIP-AS enable
2 (config-if) # exit
2 (config) #
2 (config)# interface serial 0/0/0
2 (config-if)# ipv6é rip RIP-AS enable
2 (config-1if) # exit
2 (confiqg) #

(config-if)# interface serial 0/0/1
2 (config-if)# ipv6é rip RIP-AS enable
2 (config-1if) #
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Enabling RIPng on the R3 Interfaces

2001:DB8:CAFE:2::/64

2001:DB8:CAFE:1::/64

1 GO/O

G0/ SO/O/O SO/O/O SO/0/1 S0/0/1 3

2001:DB8:CAFE:3::/64

G0/0

2001:DB8:CAFE:A001::/64 2001:DBS:CAFE:A002¢64

3(config) # ipv6é unicast-routing
3 (confiqg) #

(
(
(
3(config-if)# ipv6é rip RIP-AS enable
3(config-if)# exit

3 (confiqg) #

3(config) # interface serial 0/0/1
3(config-if)# ipv6é rip RIP-AS enable
R3 (config-if) #

R3#

console by console)

*Mar 12 14:17:060.103: %SYS-5-CONFIG I:

3(config)# interface gigabitethernet 0/0

Configured from
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Verifying RIP Settings on R1

2001:DB8:CAFE:2::/64

2001:DB8:CAFE:1::/64

2001:DB8:CAFE:3::/64

GO/O

S0l SO/O/O SO/O/O SO/0/1 S0/0/1 6

T2001:DB8:CAFE:A001::/64 2001:DB8:CAFE:A002::/64

G0/0

R1# show ipv6é protocols
IPv6e Routing Protocol is "connected"
IPv6e Routing Protocol is "ND"

IPv6e Routing Protocol is "rip RIP-AS"
Interfaces:

Serial0/0/0
GigabitEthernet0/0
Redistribution:

None
R1#
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Verifying Routing Table on R1

2001:DB8:CAFE:2::/64

2001:DB8:CAFE:1::/64

CBO/O

S0l SO/O/O SO/O/O SO/0/1 S0/0/1 ﬁ

T2001:DB8:CAFE:A001::/64 2001:DB8:CAFE:A002::/64

2001:DB8:CAFE:3::/64

G0/0

R1# show ipv6 route
<Output omitted>

C 2001:DB8:CAFE:1::/64 [0/0]

via GigabitEthernet0/0, directly connected
L 2001:DB8:CAFE:1::1/128 [0/0]

via GigabitEthernet0/0, receive
R 2001 :DB8:CAFE:2::/64 [120/2]

via FE80::FE99:47FF:FE71:78A0, Serial0/0/0
R 2001:DB8:CAFE:3::/64 [120/3]

via FE80::FE99:47FF:FE71:78A0, Serial0/0/0
C 2001:DB8:CAFE:A001::/64 [0/0]

via Serial0/0/0, directly connected
L 2001:DB8:CAFE:A001::1/128 [0/0]

via Serial0/0/0, receive
R 2001 :DB8:CAFE:A002::/64 [120/2]

via FE80::FE99:47FF:FE71:78A0, Serial0/0/0

<Output omitted>
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Veritying RIP Routing Table on R1

2001:DB8:CAFE:2::/64

2001:DB8:CAFE:1::/64

2001:DB8:CAFE:3::/64

1 GO/O

S0l SO/O/O SO/O/O SO/0/1 S0/0/1 ﬁ

T2001:DB8:CAFE:A001::/64 2001:DB8:CAFE:A002::/64

G0/0

R1# show ipv6 route rip
IPv6e Routing Table - default - 8 entries
<output omitted>

R 2001 :DB8:CAFE:2::/64 [120/2]

via FE80::FE99:47FF:FE71:78A0, Serial0/0/0
R 2001 :DB8:CAFE:3::/64 [120/3]

via FE80::FE99:47FF:FE71:78A0, Serial0/0/0
R 2001 :DB8:CAFE:A002::/64 [120/2]

via FE80::FE99:47FF:FE71:78A0, Serial0/0/0

R1#
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Veritying RIP Routing Table on R2

2001:DB8:CAFE:2::/64

2001:DB8:CAFE:1::/64 2001:DB8:CAFE:3::/64

GO/O

G0/ SO/O/O SO/O/O 80/0/1 S0/0/1 ﬁ

2001:DB8:CAFE:A001::/64 2001:DB8:CAFE:A002::/64

G0/0

R2# show ipv6 route rip
IPv6 Routing Table - default - 9 entries
<output omitted>

R 2001 :DB8:CAFE:1::/64 [120/2]
via FE80::FE99:47FF:FE75:C3E0, Serial0/0/0
R 2001:DB8:CAFE:3::/64 [120/2]

R2#
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Veritying RIP Routing Table on R3

2001:DB8:CAFE:2::/64

2001:DB8:CAFE:1::/64

2001:DB8:CAFE:3::/64

1 GO/O

G0/ SO/O/O SO/O/O SO/0/1 S0/0/1 3

2001:DB8:CAFE:A001::/64 2001:DB8:CAFE:A002::/64

G0/0

R3# show ipv6 route rip
<Output omitted>

R 2001 :DB8:CAFE:1::/64 [120/3]

via FE80::FE99:47FF:FE71:78A0, Serial0/0/1
R 2001 :DB8:CAFE:2::/64 [120/2]

via FE80::FE99:47FF:FE71:78A0, Serial0/0/1
R 2001 :DB8:CAFE:A001::/64 [120/2]

via FE80::FE99:47FF:FE71:78A0, Serial0/0/1
R3#
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Link-State Routing Protocols



Classifying Routing Protocols

= Open Shortest Path First (OSPF)
is the most common IGP routing
protocol implemented within an

V organizational AS.

 Beganin 1987

Dynamic Routing Protocols

Interior Gateway Protocols

et - OSPFVv2 - OSPF for IPv4
| networks
L ‘1' *  OSPFv3 - OSPF for IPv6
ink-State
Routing Protocols ‘ networks
= [Intermediate-System to
Intermediate-System (IS-IS) is a
less popular link-state protocol
v \ sometimes used within service
_OSPF_| | ISIS | provider networks.

IS-1S was designed by
International Organization for
Standardization (ISO )
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Shortest Path First (SPF) Algorlthm
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Link-State

® Link-state routing protocols (a.k.a. shortest path first protocols) are
based on Edsger Dijkstra’s shortest path first (SPF) algorithm.

® The SPF algorithm is used to calculate the best path route.
The SPF algorithm uses accumulated costs along each path,

from source to destination, to determine the total cost of a route.
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Shortest Path First (SPF) Algorithm

o .
Shortest path from R2 to the R3 LAN: ® Each router calculates

R2 to R1: 20 the SPF algorithm and
R1 to R3: 5 determines the cost from
R3 - R3 LAN: 2 its own perspective.

(more later)
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R1 SPF Tree

Destination shortest Path Cost
RZ LAN R1to RZ 22
R3 LAN R1to R3 7

R4 LAN R1to R3 to R4 17

RS LAN R1to R3to R4 to RS 27



R2 SPF Tree

Destination
R1 LAN
RF3 LAN

R4 LAN
RS LAN

Shortest Path
R2 to R1
R2 to R1to R3

R2 to RS to R4
R2 to RS

Cost

27

12
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R3 SPF Tree

Destination shortest Path Cost
R1 LAN R3 to R1 7

R2 LAN R3 to R1to R2 27
R4 LAN R3 to R4 12

RS LAN R3to R4 to RS 22



R4 SPF Tree

Destination
R1 LAN
RZ LAN
R3 LAN
R5 LAN

shortest Path

R4 to R3 to R1 17
R4 to RS to R2 22
R4 to R3 12
R4 to RS 12

Cost



R5 SPF Tree

Destination

R1 LAN
R2 LAN

R3 LAN
R4 LAN

Shoriest Path
R5 to R4 to R3 to R1
R5to R2

R5 to R4 to R3
RS to R4

Cost

27
12

12
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Link-State Routing Process

1. Each router learns about its own links, its own directly connected networks.
(Interface is “up”)

2. Each router is responsible for meeting its neighbors on directly connected
networks. (OSPF Hello packets)

3. Each router builds a link-state packet (LSP) containing the state of each
directly connected link. (neighbor ID, link type, and bandwidth)

4. Each router floods the LSP to all neighbors, who then store all LSPs
received in a database.

Neighbors then flood the LSPs to their neighbors until all routers in the
area have received the LSPs.

5. Each router uses the database to construct a complete map of the topology
and computes the best path to each destination network.

The SPF algorithm is used to construct the map of the topology and to
determine the best path to each network. (Road map)

All routers will have a common map or tree of the topology, but each
router will independently determine the best path to each network within
that topology.

® Detail and explanations are coming next!
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Step 1: Learning About _I_“'-ﬁ-f'-'i'“i
Directly Connected :
NetWOrkS 10.2.0.0M86 10.9.0.0/16

10.1.0.0/16 S0i0:0 10 10.11.0.0M16

- 5
50101 2 10.6.0.0/16 2
A 10.3.0.016

10

10.10.0.0/16

10.7.0.0116

10

10.8.0.0M16
® Step 1: Each router learns about its own links, its own directly

connected networks.
Interface configured with an |P_address/subnet mask.
Directly connected networks are now part of the routing table
* Regardless of the routing protocols used.

® A link is an interface on a router.

® For the link participate in the link-state routing process, it must be:
In the_up state.
Included in the routing protocol (coming).
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Step 1 Link 2
. Network: 10.2.0.0/16
10.2.0.0/16 * |P address: 10.2.0.1
» Type of network: Serial
20 * Cost of that link: 20
10.1.0.0/16 S0/0/0 - Neighbors: R2
A
Link 1 o
. Network: 10.1.0.0/16 2 - AL 5 _
. IP address: 10.1.0.1 1 10.3.0.0116  Link 3
- Type of network: Ethernet Fa0/0 A . Network: 10.3.0.0/16
e Cost of that link: 2 S0/1/0 * |P address: 10.3.0.1
« Neighbors: None 20 « Type of network: Serial
10.4.0.0/ Cqst of that link: 5
* Neighbors: R3
Link 4
« Network: 10.4.0.0/16
® Link states - Information about the state of a . #’add;essti ’ 180-‘}-(:-1
r r’ link * lype Ol network: eria
OL.Ite. 2 S_ ) ) , * Cost of that link: 20
® This information includes interface’ s: « Neighbors: R4

|P_address/mask
Type of network
* Ethernet (broadcast) or serial point-to-point
link
Cost of that link
Any neighbor routers on that link
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Step 1

Link 1

+ Network:

» |P address:

+ Type of network:
» Cost of that link:
* Neighbors:

Initially:

Li

10.2.0.0/16

20

10.1.0.0/16 sn:um - Neighbors:
010016 o] poait_ >
10.1.0.1 1R : 10.3.0.0/16 | Link 3
Ethernet Fa0/0 A + Network:
2 S0/1/0 « |P address:
None 20 + Type of network:
10.4.0.0/ ° Co;t of that link:
* Neighbors:
Link 4
* Network:
» |P address:
+ Type of network:

nk 2
Network:

+ |P address:
« Type of network:
« Cost of that link:

Cost of that link:

* Neighbors:

® Router unaware of any neighbor routers on the link.

10.2.0.0/16
10.2.0.1
Serial

20

R2

10.3.0.0/16
10.3.0.1
Serial

5

R3

10.4.0.0/16
10.4.0.1
Serial

20

R4

® [earns of neighbor when receives a Hello packet from the adjacent

neighbor.
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Step 2:
Sending Hello
Packets to
Neighbors

Hello, I’ m R1

APy

Fal/0 h
S0/0/2

A

Hello, I’ m !

1.2.0.016 "T} b

SO0 ;
1 Hello, I’ m
R3

SDJ'DJ': IT{-—

1 II.I' N

1.3.0.0M16
Hello, I’ m
R4
1.4.0.016

® Step 2: Each router is responsible for meeting its neighbors on directly

connected networks.

Use a Hello protocol to discover any neighbors on their links.

A neighbor is any other router that is enabled with the same link-state

routing protocol.




Step 2: Sending
Hello Packets to
Neighbors

Hello, I’'m R2 &
still here

Hello, I’ m R1 1.2.0.016

& still here

S0/0/0
A

Hello, I’ m R3 &
still here

S0/0M1
A

1.3.0.0M16

50102
A

Whatever happened to the
Hellos from R47? 1.4.0.0/16

Hello packets
® “Keepalive” function

® Stops receiving Hello packets from a neighbor, that neighbor is

considered unreachable and the adjacency is broken.
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da L B3

ZER P

; Bthernet netwock 10.1.0.0,/16; Cost 2

-» R2; Serial point-to-point network: 10.2.0,0/16; Cost 20
-» R3; Serial point-to-point network: 10,3.0.0/16; Cost 5
-> Rd; Serial point-to-point network: 10.4.0,0/16; Cost 20

l 10.5.0.0/16

10.9.0.0M16

l 10.2.0.016

S

10.11.0.0M16

10.4.0.016

Step 3: Building
the Link-State
Packet

10.8.0.0/16

® Step 3: Each router builds a link-state
packet (LSP) containing the state of each
directly connected link.
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10.5.0.0/16

10.9.0.0M16

10.11.0.0M16

10.6.0.016

10 [10.7.0.0/16

10.4.0.016 10.10.0.0/16

Step 3: Building
the Link-State
Packet

10.8.0.0/16

® After established its adjacencies
Builds its LSPs
» Link-state information about its links.

Sends LSPs out interfaces where it has established adjacencies with
other routers.

e R1 not sent LSPs out its Ethernet interface.
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Step 4: Flooding Link-State 10.5.0.0/16
Packets to Neighbors

10.2.0.0/186
10.9.0.0/16

10.1.0.0/M6

10.11.0.0M6

10.10.0.0/16
10.4.0.0/16

10.8.0.0/16

® Step 4: Each router floods the LSP to all neighbors, who then store all

LSPs received in a database.

Each router floods its link-state information to all other link-state routers.
When a router receives an LSP from a neighboring router, sends that

LSP out all other interfaces, except the interface that received the LSP.

Flooding effect of LSPs throughout the routing area.

® Link-state routing protocols calculate the SPF algorithm after the flooding is

complete.




Step 4: Flooding Link-State 10.5.0.0/16
Packets to Neighbors

10.2.0.0/186
10.9.0.0/16

10.1.0.0/M6

10.11.0.0M6

: |

10.10.0.0/16
10.4.0.0/16

10.8.0.0/16

® An LSP needs to be sent only:

During initial startup of the router or of the routing protocol process on

that router
Whenever there is a change in the topology,
* link going down
* link coming up
* neighbor adjacency being established
* neighbor adjacency being broken
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Link State Database for R1

Step 5:
Constructing a
Link-State
Database

® Step 5 (Final Step):
Each router uses the
database to construct a
complete map of the
topology and computes
the best path to each
destination network.

® After propagation of LSPs

LSPs from B2

Connected to neighbor R1 on network 10.2.0.00/16, cost of 20
Connected to neighbor RS on network 10.9.0.0/16, cost of 10

Has a network 10.5.0.0/16, cost of 2

LSPs from R3

Connected to neighbor R1 on network 10.3.0.0/16, cost of 3
Connected to neighbor R4 on network 10.7.0.0/16, cost of 10

Has a network 1006.0.0016, cost of 2

L5Ps from R4

Connected to neighbor R1 on network 10.4.0.0/16, cost of 20
Connected to neighbor B3 on network 10.7.0.0/16, cost of 10
Connected to neighbor RS on network 10.10.0.0/16, cost of 10

Has a network 10.8.0.0/16, cost of 2

L5Ps from RS

Connected to neighbor B2 on network 10.9.0.0/16, cost of 10
Connected to neighbor R4 on network 10.10.0.0/16, cost of 10
Has a network 10.11.0,0/16, cost of 2

R1 link states

Connected to neighbor R2 on network 10.2.0.0/16, cost of 20
Connected to neighbor R3 on network 10.3.0.0/16, cost of 5
Connected to neighbor R4 on network 10.4.0.0/16, cost of 20

Hasz a network 10.1.0.0/16, cost of 2

Each router will then have an LSP from every link-state router.
LSPs stored in the link-state database.




Dijkstra™=s algorithm

Running SPF . e . .
Algorithm : !
% L " y L
S 7 ‘o
* >

T . combinatorica . com

® Each router in the routing area can now use the SPF algorithm to
construct the SPF trees that you saw earlier.
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Step 5: Constructing a Link-State Database

SPF Tree for R1

Destination Shortest Path Cost
R2 LAN R1to R2 22

R3 LAN R1to R3 T

R4 LAN R1to R3 to R4 17
R5 LAN R1to R3 to R4 to RS 27

® \With a complete link-state database, R1 can use shortest path first (SPF)

algorithm to calculate shortest path to each network.
® SPF algorithm results in an SPF tree.
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Building the Shortest Path First
(SPF) Tree

Link State Database for R1

LSPs from R2 Connected to neighbor R1 on network 10.2.0.0¢/16, cost of 20

10.2.0.016

Connected to neighbor R5 on network 10.9.0.0/16, cost of 10

Has a network 10.5.0.0/16, cost of 2

LSPs from R3  Connected 1o neighbor R1 on network 10.3.0.0/16, cost of 5
Connected to neighbor R4 on network 10.7.0.0/16, cost of 10

Has a network 10.6.0.0/16, cost of 2

10.1.0.016
LSPs from R4 Connected to neighbor R1 on network 10.4.0.0/16, cost of 20 —
Connected to neighbor R3 on network 10.7.0.0/16, cost of 10 =
Connected to neighbor RS on network 10.10.0.0/16, cost of 10 I R1 10.3.0.0/16

Has a network 10.8.0.0/16, cost of 2

LSPs from RS Connected to neighbor R2 on network 10.9.0.0/16, cost of 10
Connected to neighbor R4 on network 10.10.0.0/16, cost of 10

Has a network 10.11.0.0/16, cost of 2

R1 link states Connected to neighbor R2 on network 10.2.0.0/16, cost of 20
Connected to neighbor R3 on network 10.3.0.0/16, cost of 5
Connected to neighbor R4 on network 10.4.0.0/16, cost of 20

Has a network 10.1.0.0/16, cost of 2

® At first, the tree (topology) only includes its directly connected
neighbors.

® Using the link-state information from all other routers, R1 can
now begin to construct an SPF tree of the network with itself
at the root of the tree.
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e R1 Processes the LSPs from R2

LSPs from R4 Connec

o ork 10400016, cost of 20
hbor R3 on network 100700016, cost of 10 .
o neighbor RS on network 10100000016, cost of 10 Red - NeW
as a network 10.8.0.0016, cost of 2 . .
L5Ps from RS  Connected to neighbor R2 on network 10.9.0.0016, cost of 10 I n fo rm atl O n
" oC 3 el ghibo:

10.5.0.0/16

ighbor on petwork 10,100,001 6, cost of 10

~
= for tree.
R1 link states ighbor R2 on network 10.2.0.0/16, cast of 20 R2
ighbor R3 on network 103,0.0/16, cost of 5
Connected to neighbor R4 on network 1040016, cost of 20
Has a network 10,1.0.0016, cost of 2
10.2.0.0/16 720
10.1.0.0/16
| 2 "‘r_;__f..___ 5 "r_';__C_,_
[ R1 10.3.0.0116 Ra‘

10.4.0.0M16 20

® The SPF algorithm begins by processing the following LSP information from R2:
Connected to neighbor R1 on network 10.2.0.0/16, cost of 20
Connected to neighbor R5 on network 10.9.0.0/16, cost of 10

Has a network 10.5.0.0/16, cost of 2 13‘



Link State Database for R1

L5Ps from R2  Connected 1o neighbor R1

Connected to neighbor RS o

n network 10.9.0.0016, cost

Has a network 10.5.0.016, cost of 2

on network 10,2006, cost of 20

of 10

-
LSPs from R} Connected to neighbor R1 on network 10.3.0.0016, cost of 3

n network 10.7.0.0016, cost of

LSPs from R4 Connec

m wrk 1040016, cost o

on network 107000016, cost o

neighbor RS on network 10,1000,V 6, cost of 11

LSPs from RS Connected to neighbor R2 on

of 2

network 10.90LN]6, cost o

T on petwork 10,100,001 6, cost of 10

k 10.1L0UVT6, cost

R1 link states Connec

Connected to neighbor R3 on
Connected to neighbor R4 on
Has a network 10.1.0.0/16, cost of

neighbor R2 on

f 2

network 10300016,
network 10.4.0.0016, cost

‘‘‘‘‘‘‘

network 10.2000M16, cost of 20

of 20

10.1.0.0186

10.2.0.0/16

20

10.4.0.0M18

10.3.0.0186

R1 Processes the LSPs from R3

10.5.0.0/16

10 3 10.9.0.0/16

o
R5

Red: New
information
for tree.

5 . Pl
T 10.6.0.0116
1030016 \_ R3

10 §10.7.0.016

® The SPF algorithm begins by processing the following LSP information from R3:
Connected to neighbor R1 on network 10.3.0.0/16, cost of 5
Connected to neighbor R4 on network 10.7.0.0/16, cost of 10
Has a network 10.6.0.0/16, cost of 2
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Link State Database for R1

LSPs from B2 Connected 1o neighbor R1 on network 10,2016, cost of 20

Connected 1o neighbor RS on network 1090016, cost of 10

Has a network 10.5.0.016, cost of 2
or R on network 10.3.0.016, cost of §
e R1 Processes the LSPs from R4
(L6.0UN 1of 2
L5Ps from R4 Connect cighbor R1 on network 10400016, cost of 10.5.0.0/186
Connected to neighbor R3 on network 10.7.0.0016, cost of | .
Connected to neighbor RS on network 10,100,016, cost of J0 Re d . N eW
Ha 080001 2 . .
LSPs from RS Co cighbor R network 10900016, cost of 10 I n fo rm atl O n
Co bor R wetwork 10L10000F16, cost of 10

Has a network 10.11.0.016, costof 2 ~— for tree .

R1 link states Connected to neighbor R2 on network 10,2016, cost of 20

LSPs from R} Ci

Connected to neighbor R3 on network 10.3.0.0016, cost of §

Connected to neighbor R4 on network 1040016, cost of 20

Has a network 10.1.0.0/16, cost of 2

10.2.0.0M16

2 ot 5 _— 2 —
-y 7 10.6.0.01186 o
R1 10.3.0.0186 R3 R5

10.4.0.0/16

103, 10.9.0.0/18

10.1.0.0186

10.7.0.0/16 10 g710.10.0.016

101 10.7.0.0/16

10.8.0.016

® The SPF algorithm begins by processing the following LSP information from R4:
Connected to neighbor R1 on network 10.4.0.0/16, cost of 20
Connected to neighbor R3 on network 10.7.0.0/16, cost of 10
Connected to neighbor R5 on network 10.10.0.0/16, cost of 10 139
Has a network 10.8.0.0/16. cost of 2



Link State Database for R1

LSPs from B2 Connected 1o neighbor R1 on network 10,2016, cost of 20

Connected 1o neighbor RS on network 1090016, cost of 10

e R1 Processes the LSPs from R5

LSPs from R4 Connec

m ork 1040016, cost of 20
105.0.016

Wbor B3 on network 10700016, cost of 10 R d . N
o neighbor RS on petwork 10,100,016, cost of 10 e - eW
as 2 network 10.8.0.0016, cost of 2 . .
- 2
L5Ps from RS Connected to neighbor B2 on network 10900016, cost of | I I
" oC

» neighbor R4 on network 10.10.0.0V1 6, cost of §O

k 101 L0UN]6, cost of 2 —_— o~ for tree-

neighbor R2 on network 10.2.0.0M16, cost of 20

R1 link states

P
Connected to neighbor R3 on network 10.3.0.0016, cost o f5 R2

Connected to neighbor R4 on network 104.0.0V16, cost o

Has a network 10.1.0.0/16, cost of 2

10 N\ 10.9.0.0/16

10 910.9.0.0M16

10.1.0.016

10.11.0.0/16
P —

= —— 5 e r-.s___ 2 - ".-;___
g - 10.6.0.0/16 = l’
R1 R3 R5

10 | 10.7.0.0/16 10

10.10.0.016

10.8.0.016

® The SPF algorithm begins by processing the following LSP information from R5:
Connected to neighbor R2 on network 10.9.0.0/16, cost of 10
Connected to neighbor R4 on network 10.10.0.0/16, cost of 10

Has a network 10.11.0.0/16, cost of 2 140



10.5.0.0116

SPF Tree :

10.2.0.0/16 10 10.9.0.0/16

10.1.0.018 S0/0/0 10.11.0.0/16
~ - 7~ -
| 2 — Sofof1 5 — 2 - o I
b . - T 10.60.0116 | <= g
| Faoio . R1 10.3.0.0116 R3 R5 I
S0/0/2

10.4.0.016 10 | 10.7.0.016 10, 1010.0.0116

® R1 has now constructed the
complete SPF tree. | T

10.8.0.0/16 ®



10.5.0.016

Determining the T
Shortest Path

10.2.0.016 7 20 10% 10.9.0.0/16

10.11.0.0/16

. — 2
Rs \

10.1.0.0116 S0/

2 "‘—r}_’:.___ Sofi1 5

Fat/o 10.3.0.018

10.8.0.016

® Using the SPF tree, SPF algorithm results in the shortest path to each
network.

Note: Only the LANs are shown in the table, but SPF can also be used
to determine the shortest path to each WAN link network.
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10.5.0.018

Network 10.5.0.0/16 2
Determining the via R2 Serial 0/0/0 | 2
at a cost of 22 o —

Shortest Path A2

20

10.2.0.0/16 4 20

10% 10.8.0.016

10.1.0.016

2
Fan/o

10.11.0.0/16

- iﬂ S0 5 — L
= =g 2 106006 b = 2
R1 10.3.0.016 R3 R5

Sof/z

10.4.0.016 20 10 | 10.7.0.016 10, 10.10.0.016&

10.8.0.018
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Determining the
Shortest Path

10.1.0.016

Faio R1

Network 10.6.0.0/16 via R3 Serial 0/0/1
ata costof 7

10.5.0.018

10.2.0.0/16 20

10.6.0.0M186

10.8.0.018

10% 10.8.0.016

10.11.0.0/16

10 | 10.7.0.016 10, 10.10.0.016&
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10.5.0.018

Determining the T
Shortest Path R2

10.2.0.0/16 20 10% 10.8.0.016

10.1.0.016 S0/0/0 10.11.0.0/16
—~ e 10.60.016 | 2= =
Fa/o R1 A3 R5

10.4.0.016 20 10 | 10.7.0.016) 10 10.10.0.018&

Network 10.7.0.0/16 via
R3 Serial 0/0/1 at a > 7
cost of 15 R4

10.8.0.018
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10.5.0.018

Determining the T
Shortest Path R2

10.2.0.0/16 20 10% 10.8.0.016

10.1.0.016 10.11.0.0/16

S0/0/0 5
T == 2 liosoons | = = 2
Faoio & R RRTL: R3 F{E‘

10

10.4.0.016 20 10 @10.7.0.016 10, 10.10.0.018&

Network 10.8.0.0/16 via 2
R3 Serial 0/0/1 at a
cost of 17
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Determining the
Shortest Path

10.5.0.018

Network 10.9.0.0/16
via R2 Serial 0/0/0
at a cost of 30

20

10.2.0.0/16 4 20

> @ S0/01 5 — —
-~ == 2 liosoMs b = = =
R1 10.3.0.016 R3 R5

So/o/2

10.9.0.0/16

10.1.0.016

2
Fan/o

10.11.0.0/16

10.4.0.016 20 10 | 10.7.0.016 10, 10.10.0.016&

10.8.0.018
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10.5.0.018

Determining the T
Shortest Path

10.2.0.0/16 20 10% 10.8.0.016

10.1.0.016 10.11.0.0/16

10.4.0.016 20

) Network 10.10.0.0/16
via R3 Serial 0/0/1

080018 at a cost of 25
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Determining the
Shortest Path

10.5.0.018

="~ Network 10.11.0.0/16 via

R3 Serial 0/0/1 at a
cost of 27

10% 10.8.0.016

10.2.0.0/16 20

10.1.0.016 10.11.0.016

S0/00
-z d s
Faolo . R4 IRl R5

10.4.0.016 20

10.8.0.018
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10.5.0.016

Determining the
Shortest Path 10.2.0.016

10.1.0.0M16

10.8.0.0M6

® FEach router constructs its own SPF tree independently from all other
routers.

® Link-state databases must be identical on all routers.

150
®



Generating a Routing Table from the SPF Tree

SPF Tree for R1 Directly Connected MNetworks
« 10.1.0.0M16 Directly Connected Network

SPF Information « 10.2.0.0M6 Directly Connected Metwaork

« 10.3.0.0M6 Directly Connected Metwaork
Metwork 10.5.0.0M16 via R2 serial 0/0/0 at a cost of 22 « 10.4.0.0M16 DITECﬂ}" Connected Metwark

Metwork 10.6.0.0/16 'uja R3 ser?al 001 ata cost of 7 Remaote Networks

Metwork 10.7.0.0/16 'u’!El R3 ser!al 0/0/1 at a cost of 15 10.5.0.0/16 via R2 serial 0/0/0, cost = 22

Metwork 10.8.0.0M16 via B3 serial 0/0/1 at a cost of 17 . .

) ) 10.6.0.0M16 via R3 serial 0/0M1, cost=7

Metwork 10.9.0.0M16 via R2 serial 0/0/0 at a cost of 30 10.7.0.0/16 via R3 serial 0/0/1 t= 15

Network 10.10.0.0/16 via R3 serial 0/0/1 at a cost of 25 e

Network 10.11.0.0/16 via R2 serial 0/0/1 at a cost of 27 10.8.0.0116 via R3 serial 0/01, cost=17
10.9.0.0M16 via B2 serial 000, cost =30

10.10.0.0M6 via B3 serial 001, cost = 25
10.11.0.0M6 via R3 serial 0/0M1, cost = 27

L] L] L] - - L] L]

® These paths listed previously can now be added to the routing table.
® The routing table will also include

Directly connected networks

Routes from any other sources, such as static routes.

® Packets will now be forwarded according to these entries in the routing
table.




Addressing Disadvantages

® Create areas to minimize the router memory requirements,
processing requirements, and bandwidth requirenments.

LSP not flooded to
these areas. SPF
algorithm does not ==
have to be rerun in
these areas.

LSP flooded only
withim this area.

Rerun SPF
algaorithm

Area 1
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Routing Table



]

Understanding the Routing
Table Cisco Routing

Packet Forwanding and Intra-domain Routing Pretocoks
o —

.--""'r- | _. .

® For more details: Cisco IP Routing, by Alex Zinin (ISBN 0-201-
60473-6)
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Reference Topology — Connected and Local

Internet

172.16.2.0/24 172.16.3.0/24

209.165.200.232/30 5

S0/0/1 A | GO0/0

172.16.1.0/24 172.16.4.0/28

A
GO0/M1

DCE

S0/0/1
.229

S0/0/1

225 .226

209.165.200.224/30 209.165.200.228/30

R1# show ip route | begin Gateway

Gateway of last resort is 209.165.200.234 to network 0.0.0.0
vy resort 4 wor 192.168.0.0/16

S* 0.0.0.0/0 [1/0] wvia 209.165.200.234, Serial0/0/1
is directly connected, Serial0/0/1

172.16.0.0/16 is variably subnetted, 5 subnets, 3 masks
172.16.1.0/24 is directly connected, GigabitEthernet0/0
172.16.1.1/32 is directly connected, GigabitEthernet0/0
172.16.2.0/24 [120/1] via 209.165.200.226, 00:00:12, Serial0/0/0
172.16.3.0/24 [120/2] via 209.165.200.226, 00:00:12, Serial0/0/0
172.16.4.0/28 [120/2] via 209.165.200.226, 00:00:12, Serial0/0/0

192.168.0.0/16 [120/2] via 209.165.200.226, 00:00:03, Serial0/0/0

209.165.200.0/24 1is variably subnetted, 5 subnets, 2 masks
209.165.200.224/30 is directly connected, Serial0/0/0
209.165.200.225/32 is directly connected, Serial0/0/0
209.165.200.228/30 [120/1] via 209.165.200.226, 00:00:12, Serial0/0/0
209.165.200.232/30 is directly connected, Serial0/0/1
209.165.200.233/30 is directly connected, Serial0/0/1

oo™ omo™ e Q

H QX Q

R1#
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Directly Connected Entries

Internet

172.16.2.0/24 172.16.3.0/24

209.165.200.232/30 5

A | GO/0

172.16.1.0/24 172.16.4.0/28

1
" g

Common codes for remote  209.165.200.224/30 209.165.200.228/30

networks include:

« S - Static route

* D - EIGRP routing protocol 192.168.0.0/16

* O - OSPF routing protocol
* R - RIP routing protocol

DCE

S0/0/1
.229

S0/0/1

225 .226

C 172.16.1.0/24 is directly connected

GigabitEthernet0/0
GigabitEthernet0/0

Route ‘ I Destination | Outgoing ’
Source Interface
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Reference Topology

Internet

172.16.2.0/24 172.16.3.0/24

S0/0/1 A | GO/0
DCE

S0/0/1
.229

172.16.1.0/24

A
GO0/M1

172.16.4.0/28

S0/0/1

225 .226

209.165.200.224/30 209.165.200.228/30

R1# show ip route | begin Gateway

Gateway of last resort is 209.165.200.234 to network 0.0.0.0
vy resort 4 wor 192.168.0.0/16

S* 0.0.0.0/0 [1/0] wvia 209.165.200.234, Serial0/0/1
is directly connected, Serial0/0/1

172.16.0.0/16 is variably subnetted, 5 subnets, 3 masks
172.16.1.0/24 is directly connected, GigabitEthernet0/0
172.16.1.1/32 is directly connected, GigabitEthernet0/0
172.16.2.0/24 [120/1] via 209.165.200.226, 00:00:12, Serial0/0/0
172.16.3.0/24 [120/2] via 209.165.200.226, 00:00:12, Serial0/0/0
172.16.4.0/28 [120/2] via 209.165.200.226, 00:00:12, Serial0/0/0

192.168.0.0/16 [120/2] via 209.165.200.226, 00:00:03, Serial0/0/0

209.165.200.0/24 1is variably subnetted, 5 subnets, 2 masks
209.165.200.224/30 is directly connected, Serial0/0/0
209.165.200.225/32 is directly connected, Serial0/0/0
209.165.200.228/30 [120/1] via 209.165.200.226, 00:00:12, Serial0/0/0
209.165.200.232/30 is directly connected, Serial0/0/1
209.165.200.233/30 is directly connected, Serial(0/0/1

o™ omo™ e Q

H QX Q

R1#
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Reference Topology

Internet

172.16.2.0/24 172.16.3.0/24

172.16.1.0/24 _ 172.16.4.0/28

1
-
-y SO/0/0 =P 0/0/1

229

209.165.200.224/30 209.165.200.228/30

192.168.0.0/16

Route
Tim m

R _ [120/ Eo:oo:lz,l Serial0/0/0|

Route ‘ ‘ Administrative ‘ | Outgoing
Source Distance Interface
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|IPv4 Routing Table:

Ultimate route
Level 1 route
Level 1 parent route
Level 2 child routes



Ultimate Route

® An ultimate route is a routing table entry that contains either:
a next-hop |IP address or
an exit interface

This can be directly connected, dynamic, static, and link local
routes are ultimate routes.

Rl#show ip route | begin Gateway
Gateway of last resort is 209.165.200.234 to network 0.0.0.0

SE 0.0.0.0/0 [1/0] wvia 209.165.200.234, Serial0/0/1
is directly connected, Serial(O/0/1
172.16.0.0/16 is variably subnetted, 5 subnets, 3 masks
172.16.1.0/24 is directly connected, GigabitEthernet(0/0
172.16.1.1/32 is directly connected, GigabitEthernet0/0
172.16.2.0/24 [120/1] wvia 209.165.200.226, 00:00:12, Serial0/0/0
172.16.3.0/24 [120/2] wvia 209.165.200.226, 00:00:12, Serial0/0/0

C
L
R
R

192.168.0.0/16 [120/2] via 209.165.200.226, 00:00:03, Serial0/0/d

R
209.165.200.0/24 is variably subnetted, 5 subnets, 2 masks
C 209.165.200.224/30 is directly connected, Serial0/0/0
L 209.165.200.225/32 is directly connected, Serial0/0/0
R 209.165.200.228/30 [120/1] wvia 209.165.200.226, 00:00:12, Serial0/0/0
C 209.165.200.232/30 is directly connected, Serial0/0/1
1L 209.165.200.233/30 is directly connected, Serial0/0/1
R14#
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Level 1 Routes

R2# show ip route

<output Ltted> . .
outPUL OmLILtte This is a Level 1 Route
C 192.168.1. Ois directly connected, Serial0/0/1
Network Subnet Mask is equal to Class C Mask
Address is
aClass C
Address

® A level 1 route is a route with a subnet mask equal to or less than the
classful mask of the network address.



Level 1 Route

Next-hop IP address

Level 1 Routes and/or exit interface

Network 192.168.1.0/24 | Jtmate Rovte 5 Pathyintarfac

Supernet ) 192.168.0.0/16 | tmate Rote > Path/ Interface

Default 0.0.0.00 | Jtmate Rovte > Pathy Inteeface
. ¥

® level 1 route can function as any of the following:
Default route:
» A default route is a static route with the address 0.0.0.0/0.
Supernet route:

e Route with Network address with a mask less than the classful
mask.

Network route:

* Route is a route that has a subnet mask equal to that of the classful
mask.
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Level 1
Routes

C 192.168.1.@ is directly connected, Serial0/0

Class C Mask Exit Interface

® \Why is directly connected network 192.168.1.0/24 a:
Level 1 network route?
e Subnet mask that is the same as its classful mask.
Ultimate route?
e Contains the exit interface Serial 0/0/1.




Level 1 Parent Route

® A level 1 parent route is a level 1 route that is subnetted.

A level 1 parent route is automatically created any time a
subnet is added to the routing table.

A parent route can never be an ultimate route.

Each entry displays the classful network address, the number of
subnets and the number of different subnet masks that the
classful address has been subdivided into.

R1# show ip route | begin Gateway
Gateway of last resort 1s 209.165.200.234 to network 0.0.0.0

S* 0.0.0.0/0 [1/0] wvia 209.165.200.234, Serial0/0/1
is directly connected, Serial0/0/1
172.16.0.0/16 is variably subnetted, 5 subnets, 3 masks
172.16.1.0/24 1s directly connected, GigabitEthernet0/0
172.16.1.1/32 is directly connected, GigabitEthernet0/0

ZoRr VR S B )

172.16.2.0/24 [120/1] via 209.165.200.226, 00:00:12, Serial0/0/0
172.16.3.0/24 [120/2] wvia 209.165.200.226, 00:00:12, Serial0/0/0
172.16.4.0/28 [120/2] wvia 209.165.200.226, 00:00:12, Serial0/0/0

1
T
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Level 2 Child Route

® A level 2 child route is a route that is a subnet of a classful network

address.

Like a level 1 route, the source of a level 2 route can be a
directly connected network, a static route, or a dynamically
learned route. Level 2 child routes are also ultimate routes.

R1# show ip route | begin Gateway

Gateway of last resort is 209.165.200.234 to network 0.0.0.0

S* 0.0.0.0/0 [1/0]

is directly connected,
variably subnetted, 5 subnets, 3 masks

172.16.0.0/16 is
172.16.1.0/24
172.16.1.1/32
172.16.2.0/24
172.16.3.0/24
172.16.4.0/28

is directly
is directly
[120/1] via
[120/2] via
[120/2] via

JX™HEQ

via 209.165.200.234,

Serial0/0/1
Serial0/0/1

connected, GigabitEthernet0/0
connected, GigabitEthernet0/0
209.165.200.226, 00:00:12, Serial0/0/0
209.165.200.226, 00:00:12, Serial0/0/0
209.165.200.226, 00:00:12, Serial0/0/0
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Child Routes (Using 12.4 10S, so no Local Routes)

Classful Number of subnets and

parent route masks for this parent route
'y Iy

Child routes have
Classful different masks
mask
X I

172.16.0.0/16 is variably subnetted, 3 subnets, 2 masks

Parent route

C 172.16.1.4/30 is directly connected, Serial0/0/0
C 172.16.1.8/30 is directly connected, Serial0/0/1
C 172.16.3.0/24 is directly connected, FaTtEthernetO/O
| | Child Route
child routes Exit interfaces

Masks for the child routes

— Source is connected route
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Routing Table Lookup Process

IP Packet

0 4 8 16 19 24
VERS LEN Type of Service Total Length
Identification Flags Fragment Offset
TTL Protocol Header Checksum

Routing Table

Source IP Address

Destination IP Address

] I

Options Padding

————————————— e e e e e e
Information

o (payload)

————————————— it Bl Sttty

fRlishow ip route | begin Gateway
Gateway of last resort is 209.165.200.234 to network 0,0.0.

c 16. is direc
L 16. is dire
R .16.
R 16.
R la. 0/2]
R 05 12
.20 4 i
[ 165. .224,
L 165. 225
R 165. . 228/
Q 165. 232
165. . 233/
R1#

via 209.1
rectly con
variably subnetted,

via 209.165.200.22s,
t

200.234, Serial0/0/1
ted, Serial0/0/1

connected,

onnected, (
via 209.165.200.
via 209%.165.200.
via 209.165.200.

5 subnets, 2 m
connected,
connected, S
209.165.200.226, 00:00:12,
connected,
connected,

Seriald/0/0

Find “best match”
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Route Lookup Process

If the best match is a level 1 ultimate route, then this route is used
to forward the packet.

If the best match is a level 1 parent route, proceed to the next step.

The router examines child routes of the parent route for a best match.

If there is a match with a level 2 child route, that subnet is used to
forward the packet.

If there is no match with any of the level 2 child routes, then the
router continues searching level 1 supernet routes in the routing
table for a match, including the default route, if there is one.

If there is now a lesser match with a level 1 supernet or default
routes, the router uses that route to forward the packet.

If there is not a match with any route in the routing table, the router
drops the packet.
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Rl#show ip route | begin Gateway Destination IP Address  192.168.1.100
Gateway of last resort 1s 209.16 . , .

S* 0.0.0.0/0 [1/0] wvia 209.165.200.234, Serial0/0/1
is directly connected, Serial0/0/1
172.16.0.0/16 is variably subnetted, 5 subnets, 3 masks
172.16.1.0/24 is directly connected, GigabitEthernet0/0
172.16.1.1/32 is directly connected, GigabitEthernet0/0
172.16.2.0/24 [120/1] wvia 209.165.200.226, 00:00:12,Serial0/0/0
172.16.3 0/24 [120/2] wvia 209.165.200.226, 00:00:12,Serial0/0/0

ORIV B @)

172. [120/2] via 209.165.200.226, 00:00:12,Serial0/0/0
00:00:03, Serial0/0/0

al ,

C 209.165.200.224/30 is directly connected, Serial0/0/0

L 209.165.200.225/32 is directly connected, Serial0/0/0

R 209.165.200.228/30 [120/1]1via209.165.200.226,0:0:12,Serial0/0/0
C 209.165.200.232/30 is directly connected, Serial0/0/1

L 209.165.200.233/30 is directly connected, Serial0/0/1

o

Packet with Destination IPv4 address 192.168.1.100
One Level 1 Ultimate Routes to choose from.
192.168.0.0/16 is the best (only) match, the longest match (coming).

* Longest match: Most left-most bits that match between destination IP
address and route in routing table

e At a minimum it must match the number of bits in the route as indicated by
the subnet mask. PS



Rl#show ip route | begin Gateway Destination IP Address  172.16.3.10
Gateway of last resort 1s 209.16 . , .

S* 0.0.0.0/0 [1/0] wvia 209.165.200.234, Serial0/0/1
gg\directly connected, Serial(0/0/1

172.16.0. O< )1s variably subnetted, 5 subnets, 3 masks

1l/724.10. /4424 1S AlreCtly colnnecceted, blgaDltbtﬂerl’letU/U

C
L 172.16.1. 1/32 is dlrectly connected GlgabltEthernetO/O
R

192. 168 0. 0/16 [120/2] via 2009. 165 2OO 226 OO OO 03 Serial0/0/0
209.165.200.0/24 is variably subnetted, 5 subnets, 2 masks

C 209.165.200.224/30 is directly connected, Serial0/0/0

L 209.165.200.225/32 is directly connected, Serial0/0/0

R 209.165.200.228/30 [120/1]1via209.165.200.226,0:0:12,Serial0/0/0
C 209.165.200.232/30 is directly connected, Serial0/0/1

L 209.165.200.233/30 is directly connected, Serial0/0/1

o

14

Packet with Destination IPv4 address 172.16.3.10
No Level 1 Ultimate Routes match
Matches Level 1 Parent Route (minimum match is classful mask).
e Look for matching Child route

e At a minimum it must match the number of bits in the route as indicated by
the subnet mask.

 If more than one child route matches choose routes with longest match. O




R1#show iP route | beg_in Gateway Destination IP Address  10.1.2.3
Gateway of last resort |1s 209.16 . , .

[1/0] via 209.165.200.234, Serial0O/0/1

is directly connected, Serial0/0/1

172.16.0.0/16 1s variably subnetted, 5 subnets, 3 masks
172.16.1.0/24 is directly connected, GigabitEthernet0/0
172.16.1.1/32 is directly connected, GigabitEthernet0/0
172.16.2.0/24 [120/1] via 209.165.200.226, 00:00:12,Serial0/0/0
172.16.3.0/24 [120/2] via 209.165.200.226, 00:00:12,Serial0/0/0
172.16.4.0/28 [120/2] via 209.165.200.226, 00:00:12,Serial0/0/0

192.168.0.0/16 [120/2] via 209.165.200.226, 00:00:03, Serial0/0/0

209.165.200.0/24 is variably subnetted, 5 subnets, 2 masks
209.165.200.224/30 is directly connected, Serial0/0/0
209.165.200.225/32 is directly connected, Serial0/0/0
209.165.200.228/30 [120/1]1via209.165.200.226,0:0:12,Serial0/0/0
209.165.200.232/30 is directly connected, Serial0/0/1
209.165.200.233/30 is directly connected, Serial0/0/1

pOR VS RS Bl O
w N~

14

Packet with Destination IPv4 address 10.1.2.3
No Level 1 Ultimate Routes to choose match
No Level 1 Parent Routes match
Look for supernet route (mask less than classful mask), including default route
e Choose longest match.
» Default route always matches because 0 bits have to match.
* 0 matching bits makes it the “gateway of last resort” ®
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Rl#show ip route

pORR VS RS Bl

B QX QO

R1#

| begin Gateway

Destination IP Address  10.1.2.3

172.16.0.0/16 is variably subnetted, 5 subnets, 3 masks

172.

172

172

l6.

.16.
172.
172.

l6.
l6.
l6.

192.168.0.
209.165.200.0/24 is variably subnetted, 5 subnets, 2 masks
.200.224/30 is directly connected, Serial0/0/0
200.225/32 1is directly connected, Serial0/0/0

209.
209.
209.
209.
209.

165

1.

1

2.
3.

4
0

165.
165.
165.
165.

0/24
.1/32
0/24
0/24
.0/28
/16 [

200.228/30

120/2]

1s directly
1s directly

[120/1]
[120/2]
[120/2]

via
via
via

connected, GigabitEthernet0/0
connected, GigabitEthernet0/0
209.165.200.226, 00:00:12,Serial0/0/0
209.165.200.226, 00:00:12,Serial0/0/0
209.165.200.226, 00:00:12,Serial0/0/0

via 209.165.200.226, 00:00:03, Serial0/0/0

[120/1]1via209.165.200.226,0:0:12,Serial0/0/0

200.232/30 is directly connected, Serial0/0/1
200.233/30 is directly connected, Serial0/0/1

® Packet with Destination IPv4 address 10.1.2.3
No default route
No Level 1 Ultimate Routes to choose match
No Level 1 Parent Routes match
No supernet routes match
Drop packet




Route Lookup Process (FYI)

1. If the best match is a level 1 ultimate route, then this route is used
to forward the packet.
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Match Level 1 Routes (FYI)

Level 1 Routes Level 2 Routes

Uttimate Route

Network J—|7 192.168.1.0/24 |

Next-hop IP
address and/or
exit interface

Path/ Interface J
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Route Lookup Process (FYI)

1. If the best match is a level 1 ultimate route, then this route is used
to forward the packet.

2. If the best match is a level 1 parent route then the router examines
child routes (the subnet routes) of the parent route for a best
match.

3. If there is a match with a level 2 child route, that subnet is used to
forward the packet.
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Match Level 2 Child Routes (FYI)

Next-hop IP

Level 1 Routes Level 2 Routes address and/or
exit interface

Parent Route Child Route

J Uttimate Route

Metwork Subnet - Path/ Interface

J

172.16.0.0 172.16.1./24
172.16.2./24
172.16.3./24
172.16.4./28

209.165.224.0 209.165.224.0/30
209.165.228.0/30
209.165.232.0/30
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Match Supernet and Then Default Route
(FYI)

Level 1 Routes Level 2 Routes address and/or
exit interface

192.168.0.0/16 I Utimate Route > Path/ Interface
|
|

Supernet J—

Default ' 0.0.0.0/0

Utimate Route
> Path/ Interface J
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Best Route = Longest Match (FYI)

® The best match is the route in the routing table that has the most

number of far left matching bits with the destination IPv4 address of
the packet.

® The route with the greatest number of equivalent far left bits, or the
longest match, is always the preferred route.
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A packet is destined for 172.16.0.10

® The router has three possible routes that match this packet:
172.16.0.0/12
172.16.0.0/18
172.16.0.0/26.

IP Packet Destination | 175 1¢ 0,10 | 10101100.00010000.00000000.00001010

Route1| 172.16.0.0/12 | 10101100.00010000.00000000.00000000
Route2| 172.16.0.0/18 | 10101100.00010000.00000000.00000000

Route3| 172.16.0.0/26 | 10101100.00010000.00000000.00000000

]

® Of the three routes, 172.16.0.0/26 has the longest match and is
therefore chosen to forward the packet.



Rl#show ip route | begin Gateway Destination IP Address  172.16.3.10
Gateway of last resort 1s 209.16 . , ,

S* 0.0.0.0/0 [1/0] wvia 209.165.200.234, Serial0/0/1
gg\directly connected, Serial(0/0/1

172.16.0. O< )15 variably subnetted, 5 subnets, 3 masks
T72.10. /24 15 dITectly connecced, Gilgapblitktnerneco/0

C
L 172.16.1. 1/32 is dlrectly connected GlgabltEthernetO/O
R

192. 168 0. 0/16 [120/2] via 2009. 165 2OO 226 OO OO 03 Serial0/0/0
209.165.200.0/24 is variably subnetted, 5 subnets, 2 masks

C 209.165.200.224/30 is directly connected, Serial0/0/0

L 209.165.200.225/32 is directly connected, Serial0/0/0

R 209.165.200.228/30 [120/1]1via209.165.200.226,0:0:12,Serial0/0/
C 209.165.200.232/30 is directly connected, Serial0/0/1

L 209.165.200.233/30 is directly connected, Serial0/0/1
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Longest Match Example

Destination IP Address  172.16.3.10
Destination of 172.16.3.10 | 10101100 00010000 00000011 00001010
IP Packet
Level 1 Parent

172.16.0.0/16 | 10101100 00010000 00000000 00000000

Route
A

Level 2 Child 172.16.1.0/24 | 10101100 00014000 00000001 000D00OOD
Route

Level 2 Child 172.16.2.0/24 | 10101100 00014000 00000010 00000000
Route

LE“E'EtCh"“ 172.16.3.0/24 | 10101100 00014000 00000011 00000000
oule

Matches Parent Route.
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Longest Match estnaton 1P Address 172.16.3.10

Example 23rd bit does not match. First 24 bits must
match. Router skips this route and moves to the

next route entry.

Destination of 172.16.3.10 | 10101100 00010000 00000011 00001010
IP Packet

Level 2 Child 172.16.1.0/24 | 10101100 00010000 DODOODOL 00DOODOO

Route
A

LE“E”::““" 172.16.2.0/24 | 10101100 00014000 00000010 00000000
oule

Levallt’:h“ﬂ 172.16.3.0/24 | 10101100 00014000 00000011 00000000
oule

First 22 bits match.
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Longest Match
Example

Destination IP Address 172.16.3.10

Z4th hit does not match. First 24 hits must
match. Router skips this route and moves to the
next route entry.

] ] .'.
Destination of 172.16.3.10 | 10101100 00010000 00000011 00001010
IP Packet
Level 2 Child 172.16.2.0/24 | 10101100 00010000 00000010 00000000
Route
A
Levalltﬂh“ﬂ 172.16.3.0/24 | 10101100 00014000 00000011 00000000
oule

First 23 bits match.
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Longest Match

Destination IP Address 172.16.3.10

Example
Destination of 172.16.3.10 10101100 00010000 00000011 00001010
IP Packet
Level 2 Child 172.16.3.0/24 | 10101100 00010000 00000011 00000000
Route A

First 24 hits match.
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Question

® Assume that a router has four routing processes running on it, and
each process has received these routes:

EIGRP (internal): 192.168.32.0/26
RIP: 192.168.32.0/24
OSPF: 192.168.32.0/19

® \Which of these routes will be installed in the routing table?

= All of them! Different masks so different routes.
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Longest Match

® Although EIGRP has the best administrative distance, each of these
routes has a different prefix length (subnet mask).

They are therefore considered different destinations and are all
installed in the routing table.

router$# show ip route

D 152.168.32.0/26 [90/2578%9217] wia 10.1.1.1
R 192.168.32.0/24 [120/4] wvia 10.1.1.2
o 192.168.32.0/19 [110/229840] wvia 10.1.1.3
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Longest Match

® |Longer prefixes are always preferred over shorter ones when
forwarding a packet.

router$# show ip route

D 152.168.32.0/26 [90/2578%9217] wia 10.1.1.1
R 192.168.32.0/24 [120/4] wvia 10.1.1.2
o 192.168.32.0/19 [110/229840] wvia 10.1.1.3
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Longest Match Quiz #1

® |f a packet arrives on a router interface destined for 192.168.32.1,
which route would the router choose?

router$# show ip route

[D  192.168.32.0/26 [90/25789217] via 10.1.1.1 |
R 192.168.32.0/24 [120/4] via 10.1.1.2
O 192.168.32.0/19 [110/229840] via 10.1.1.3
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Longest Match Quiz #1

® Because 192.168.32.1 falls within network 192.168.32.0/26.

Network 192.168.32.0 to 192.168.32.63.
It also falls within the other two routes available, but the
192.168.32.0/26 has the longest prefix.

router$# show ip route

[D  192.168.32.0/26 [90/25789217] via 10.1.1.1 |
R 192.168.32.0/24 [120/4] via 10.1.1.2
O 192.168.32.0/19 [110/229840] via 10.1.1.3
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Longest Match Quiz #2

® |f a packet arrives on a router interface destined for 192.168.32.100,
which route would the router choose?

router$# show ip route

D 192.168.32.0/26 [90/25789217] via 10.1.1.1
[R 192.168.32.0/24 [120/4] via 10.1.1.2 |
O 192.168.32.0/19 [110/229840] via 10.1.1.3




Longest Match Quiz #2

It is directed toward 10.1.1.2 because it falls within network
192.168.32.0/24.
Network 192.168.32.0 to 192.168.32.254.
It also falls within the OSPF route, but the 192.168.32.0/24 has
the longest prefix than /19.

router$# show ip route

D 192.168.32.0/26 [90/25789217] via 10.1.1.1
[R 192.168.32.0/24 [120/4] via 10.1.1.2 |
O 192.168.32.0/19 [110/229840] via 10.1.1.3
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IPv6 Routing Tables



R1# show ipv6é route
<Qutput omitted>

C 2001:DB8:CAFE:1::/64 [0/0
via GigabitEthernet0/0,

L 2001:DB8:CAFE:1::1/128 [0
via GigabitEthernet0/0,
D 2001 :DB8:CAFE:2::/64 [90/
via FE80::3, Serial0/0/1
D 2001:DB8:CAFE:3::/64 [90/
via FE80::3, Serial(0/0/1
C 2001:DB8:CAFE:A001::/64 [
via Serial0/0/0, directl

L 2001:DB8:CAFE:A001::1/128
via Serial0/0/0, receive
D 2001:DB8:CAFE:A002::/64 [
via FE80::3, Serial0/0/1
C 2001:DB8:CAFE:A003::/64 [
via Serial0/0/1, directl
L 2001:DB8:CAFE:A003::1/128
via Serial0/0/1, receive
L FF00::/8 [0/0]
via NullO, receive
R1#

]

directly connected
/0]

receive

3524096]

2170112]

0/0]

y connected
[0/0]

90/3523840]

0/0]

y connected

[0/0]

® Components of the IPv6
routing table are very
similar to the IPv4 routing
table (directly connected
interfaces, static routes,
and dynamically learned
routes).

® |Pv6 is classless by
design, all routes are
effectively level 1 ultimate
routes.

There is no level 1
parent of level 2 child
routes.
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Reference IPv6 Topology

EIGRP for IPv6

: : 2001:DB8:CAFE:2::/64
Routing Domain

LLA: FE80::2
G0/0|:1

S0/0/0

S0/0/1

2001:DB8:CAFE:A001::/64 1

2001:DB8:CAFE:A002::/64

S0/0/0 1024 kbps 1

S0/0/

; .. 2
LLA: FE80::1 S0/0/1 1544 kbps LLA: FE80::3
v — SO/O.lg
2001:DB8:CAFE:A003::/64 ’
GO0/0 GO0/0
1 1
2001:DB8:CAFE:1::/64 2001:DB8:CAFE:3::/64
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Directly Connected Networks of R1

R1# show ipv6 route
<Output omitted>

C 2001 :DB8:CAFE:1::/64 [0/0]
via GigabitEthernet0/0, directly connected
L 2001:DB8:CAFE:1::1/128 [0/0]
via GigabitEthernet0/0, receive
D 2001 :DB8:CAFE:2::/64 [90/3524096]
via FE80::3, Serial0/0/1
D 2001 :DB8:CAFE:3::/64 [90/2170112]
via FE80::3, Serial0/0/1
C 2001 :DB8:CAFE:A001::/64 [0/0]
via Serial0/0/0, directly connected
L 2001:DB8:CAFE:A001::1/128 [0/0]
via Serial0/0/0, receive
D 2001 :DB8:CAFE:A002::/64 [90/3523840]
via FE80::3, Serial0/0/1
C 2001:DB8:CAFE:A003::/64 [0/0]
via Serial0/0/1, directly connected
L 2001:DB8:CAFE:A003::1/128 [0/0]
via Serial0/0/1, receive
L FFOO0::/8 [0/0]
via NullO, receive
R1#




Directly Connected Networks of R1

| Destination I

C 2001:DB8:CAFE:A001::/64|[0
ia Serial0/0/0 nnected

Route ‘ Administrative
| Outgoing Distance
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Remote Network Entries on R1

R1# show ipv6 route
<Output omitted>

C 2001:DB8:CAFE:1::/64 [0/0]
via GigabitEthernet0/0, directly connected
L 2001:DB8:CAFE:1::1/128 [0/0]
via GigabitEthernet0/0, receive
D 2001 :DB8:CAFE:2::/64 [90/3524096]
via FE80::3, Serial0/0/1
D 2001 :DB8:CAFE:3::/64 [90/2170112]
via FE80::3, Serial0/0/1
C 2001:DB8:CAFE:A001::/64 [0/0]
via Serial0/0/0, directly connected
L 2001:DB8:CAFE:A001::1/128 [0/0]
via Serial0/0/0, receive
D 2001 :DB8:CAFE:A002::/64 [90/3523840]
via FE80::3, Serial0/0/1
C 2001:DB8:CAFE:A003::/64 [0/0]
via Serial0/0/1, directly connected
L 2001:DB8:CAFE:A003::1/128 [0/0]
via Serial0/0/1, receive
L FFOO0::/8 [0/0]
via NullO, receive
R1#




Remote Networks of R1

Destination

D | 2001:DB8:CAFE:3"::/64 [90
D |
via FE80::3, Serial0

- Route \

Outgoing Interface

Link-Local Interfae

Administrative
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Chapter 7: Summary

® Dynamic routing protocols:

® Used by routers to automatically learn about remote networks from
other routers

® Purpose includes: discovery of remote networks, maintaining up-to-
date routing information, choosing the best path to destination
networks, and ability to find a new best path if the current path is no
longer available

® Best choice for large networks but static routing is better for stub
networks.

® Function to inform other routers about changes

® Can be classified as either classful or classless, distance-vector or
link-state, and an interior or an exterior gateway protocol
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Chapter 7: Summary (cont.)

Dynamic routing protocols:

® A link-state routing protocol can create a complete view or topology

of the network by gathering information from all of the other routers

Metrics are used to determine the best path or shortest path to
reach a destination network

Different routing protocols may use different (hops, bandwidth,
delay, reliability, and load)

Show ip protocols command displays the IPv4 routing protocol
settings currently configured on the router, for IPv6, use show ipv6
protocols
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Chapter 7: Summary (cont.)

® Dynamic routing protocols:

® Cisco routers use the administrative distance value to determine
which routing source to use

® Each dynamic routing protocol has a unique administrative value,
along with static routes and directly connected networks, lower is
preferred the route

® Directly connected networks are preferred source, followed by static
routes and then various dynamic routing protocols

® An OSPF link is an interface on a router, information about the state
of the links is known as link-states

® Link-state routing protocols apply Dijkstra’s algorithm to calculate
the best path route which uses accumulated costs along each path,
from source to destination, to determine the total cost of a route
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